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General Objectives for Lifelong Learning
1. Ask well-defined clinical questions from case scenarios, the answer to which will inform decisions concerning the use of diagnostic tests and medical therapies.

2. Acquire information by selecting and searching the most appropriate resources likely to answer these therapeutic and diagnostic questions.

3. Appraise the medical literature using the basic foundations of biostatistics, research design and clinical epidemiology.

4. Apply the results of the appraisal of medical references to make sound, reasoned clinical decisions concerning the use of diagnostic tests and medical therapies.

Overall Learning Objectives for This Component

1. Construct well-defined clinical questions from case scenarios, designed to improve general knowledge about a topic, and to help make decisions regarding the use of diagnostic tests.

2. Understand the differences between foreground and background questions and the implications for the types of information resources best suited to answer these questions.

3. Become familiar with the U-M information environment, and learn to effectively search several core biomedical resources to answer specific clinical questions.

4. Develop an understanding of the basic foundations of biostatistics, research design and epidemiology to begin to apply scientific data to the understanding of clinical conditions.

5. Effectively and logically apply probabilistic reasoning to diagnostic questions that arise in patient case scenarios.

Reading Materials

1. Mandatory: Syllabus (you’re reading it now)

2. Mandatory:  Three articles (available under MDM Resources in CTools)

a. Strogatz S. Chances Are. New York Times. April 25, 2009.

b. Haynes B, Haynes GA. What does it take to put an ugly fact through the heart of a beautiful hypothesis? ACP Journal Club. 2009;150(3):JC3-2 to JC3-3.

c. Paulos JA. Mammogram Math. New York Times. December 10, 2009.

3. Strongly Recommended: User’s Guides to the Medical Literature: A Manual for Evidence-Based Clinical Practice. Second Ed. Guyatt G, Rennie D, Meade M, Cook D, eds. AMA Press. 2008. NOTE: We now have this book online. Search on “JAMAEvidence” from the Health Sciences Library homepage (http://www.lib.umich.edu/) and then click on the link provided under “Databases”. You will see the online version of this text (free as long as you are at U-M). If you choose to use this book, it will serve you well throughout medical school and beyond. It will especially be helpful during the MDM components that run throughout the M1, M2 and M3 years. If you want to purchase this book, be sure to get the MANUAL and not the ESSENTIALS (see below), unless you want a pocket guide.
4. Completely Optional: User’s Guides to the Medical Literature: Essentials of Evidence-Based Clinical Practice. Second Ed. Guyatt G, Rennie D, Meade M, Cook D, eds. AMA Press. 2008. This is a handy pocket guide to the above-mentioned manual. It is NOT as in depth as the Manual, but is a useful summary of the key points. 

Medical Decision-Making Component Logistics

Schedule – Content – Readings/Assignments

	Information Retrieval (Ask and Acquire) Thread



	August 4
11 AM-12 Noon
	Lecture (1 hour)

The Value of Uncertainty

· The decision-making context

· Differential Diagnoses

· Introduce Computer Session #1 Option and Assignment #1
	Readings:

Syllabus (required)
Background

The Questions

The Search: Basic Concepts

Articles – found in syllabus (required)

Chances Are (New York Times Reprint)

Slaying of a Beautiful Hypothesis by Facts

Users’ Guides (strongly recommended) – The MANUAL
Chapters 1-4 (pages 3-58)
User’s Guides (optional) – The ESSENTIALS
Chapters 1-4 (pages 1-76)
Assignment (required)
Assignment #1–turn in at Computer Session #2

	August 8
9-10 AM

	Lecture (1 hour)

The Information Cycle

· Probability Laws, Bayes Probabilistic Reasoning

· Question-Generation

· Targeting information resources

	

	August 5
1:30-2:30,       2:30-3:30,        3:30-4:30, or   4:30-5:30 PM
	Computer session #1 (1 hour) – OPTIONAL 

Introduction to the Information Resource Environment
· Overview of Environment
· Question generation - Apply MDM principles to MDC-Down Syndrome session (August 6, 1-3 PM)
· Introduction to PubMed and OVID


	

	August 19 1-3 PM or Aug 22 3-5 PM or August 23 

1-3 PM or 3-5 PM 

	Computer session #2 (2 hours) - MANDATORY

Basic and Advanced MEDLINE Searching
· Review and Collect Assignment #1 

· PUBMED / OVID distinctions

Introduction to Longitudinal Cases Resources

· Advanced background resources

· Psychosocial literature databases

You are the Filter

	


	Biostatistics and Clinical Epidemiology (Appraise) Thread



	August 5
9AM-10 AM

August 8
1PM-2PM


	Lecture (1 hour)

Introduction to Biostatistics

· Hypothesis generation and testing

· Sampling

· Statistical testing

· Statistical significance vs. Clinical Significance

· Confidence Intervals

	Readings:

Syllabus (required)
Fundamentals of Epidemiology and

Biostatistics
Users’ Guides (strongly recommended) – The MANUAL
Chapter 5 (pages 59-64)

Chapter 10.1 (partial) (Pages 209-215)

Chapter 10.2 (pages 221-229)

Chapter 12 (pages 363-381)

Chapter 18 (pages 509-520)
User’s Guides – The ESSENTIALS (optional)
Chapter 5 (pages 77-84)

Chapter 9 (pages 141-168)

Chapter 13 (pages 223-238)
Assignments (required)
Assignment #2 – turn in at Small Group Session #1



	August 9
11AM-12 Noon

and

1-2 PM
	Lectures (2 hours total)

Observational Studies, Biostatistics and Epidemiology

· Confounding

· Cohort studies

· Case-control studies

· Cross-sectional studies

· Introduce Assignment #2 (covers lectures)


	

	August 11
1-3 PM 

or

3-5 PM


	Small Group session #1 (2 hours)

Observational Studies and Basic Biostatistics

· Review and Collect Assignment #2
· Apply principles from lectures to problem sets and cases


	


	Diagnostic Reasoning (Apply) Thread



	August 15
9-10 AM

and

10-11 AM
	Lectures (2 hours)

Diagnostic Reasoning-I and II

· Prevalence/Incidence

· Sensitivity / Specificity / Accuracy / Precision / Likelihood Ratios / Predictive Values 

· Diagnostic Question Generation

· Gold standards and blinded-assessment 

· Probabilistic Application

· Introduce Assignment #3 (covers lectures)

	Readings:

Syllabus (required)
Fundamentals of Diagnostic Interpretation

Article (required)

Mammogram Math (NY Times reprint)

Users’ Guides (strongly recommended) – The MANUAL
Chapters 15-16 (pages 407-438)

Chapter 17.4 (pages 491-505)

User’s Guides – The ESSENTIALS (optional)
Chapters 11-12 (pages 179-222)
Assignments (required)

Assignment #3 – turn in at Small Group Session #2

Assignment #4 – turn in at Small Group Session #3

	August 16
1-3 PM 

or 

3-5 PM
	Small Group session #2 (2 hours)

Diagnostic Reasoning

· Review and Collect Assignment #3
· Apply principles from lectures to problem sets and cases  

· Receiver Operator Characteristic Curves (ROC)

· Introduce Assignment #4 (Covers MDC Colon Cancer)


	

	August 24
3-4 PM 

or 

4-5 PM
	Small Group session #3 (1 hour)

Diagnostic Reasoning Applied to Colon Cancer

· Apply MDM principles to MDC-Colon Cancer session (August 25 1-3 PM)
· Review and Collect Assignment #4

	


Schedule: Review Session and Final Examination

August 25, 1-2 PM


MDM Review Session (Optional)
August 25 at 5PM


Patients and Populations Final Exam opens 

(computer-based examination)

Deadline for completion: August 29 at 10PM

Grading

Grading is Satisfactory/Fail. In order to pass the Patients and Populations Course, you must pass each of the three components of this course (Medical Genetics, Medical Decision-Making, and Pathology). The grade for the Medical Decision-Making component is distributed in the following way: 

Final examination



50 points total
Computer sessions attendance

5 points total
· Session #1 - OPTIONAL

· Session #2 (5 points)
Small group sessions attendance

15 points total

· SG session #1 (5 points)

· SG session #2 (5 points)

· SG session #3 (5 points)
Assignments




30 points total
· Assignment #1 (7.5 points)

· Assignment #2 (7.5 points)

· Assignment #3 (7.5 points)

· Assignment #4 (7.5 points)

________________________________________________

Total





100 points total

In order to pass this component, you need to score a minimum of 75 points
As you may note, attendance and participation in the small group and computer sessions is mandatory. We believe these sessions are important for a few reasons: (1) we think these will be great opportunities to practice the skills that we cover in lecture, (2) they will be moderated by clinicians and researchers who will help demonstrate the relevance of these skills, and (3) it’s more fun and active (and, we think, effective) to learn as a group than to learn alone.

Learning Objectives for each Medical Decision-Making Element

Information Retrieval Thread

Lecture #1: The Value of Uncertainty


By the end of this lecture, students will…

(1) summarize how new medical knowledge is created and applied

(2) describe how common diagnostic testing can lead to uncertainty in diagnostic reasoning

(3) describe Bayesian probabilistic rules, as they apply to a basic diagnostic question

(4) summarize how uncertainty in diagnostic reasoning interacts with trust of the practitioner.

Lecture #2: The Information Cycle


By the end of this lecture, students will…

(1) explain the difference between background and foreground clinical questions

(2) recognize how individual targeted searches for the answers to clinical questions drive self-directed learning that is crucial for all practitioners

(3) be able to craft foreground questions for both diagnosis and treatment, using the PICO format

Computer Sessions Learning Outcomes

Knowledge Outcome #1
Each student should be able to describe the medical information environment, in order to lay a foundation for lifelong information management skills.

Background/Significance
The knowledge of medicine continues to evolve at a rapid pace with the development of new therapies, improved diagnostic tools, better understanding of the mechanisms of disease, and expanded emphasis on psychosocial aspects of health care.  It is imperative that clinicians are able to access and manage this new knowledge.  At the same time, information resources will continue to be redesigned and new resources will be developed.  In order to navigate through this complex and dynamic environment, students must gain a solid understanding of the types of resources available to them and be able to match the appropriate resources to the information need at hand.

How learning will occur:
1. Lectures

2. Demonstrations and group discussions of a variety of information resources

3. Hands-on practice exercises

4. Assignment

How learning will be demonstrated:
1. Take home assignment to compare and contrast information resources, including evaluative comments and identification of foreground and background aspects.

2. Participation in group discussions and debriefing of practice exercises and assignment.

Skills Outcome #1

Each student should be able to formulate clinical questions that facilitate locating appropriate information to answer patient care questions.

Background/Significance
The ability to take a complex clinical scenario and from it, formulate a well-built clinical question is considered a basic competency in today’s practice of medicine. The student should be able to identify the key components of the clinical question from a clinical scenario.  This allows the student to understand and execute the process of (1) identifying the relevant information from a clinical scenario quickly, (2) searching the medical literature efficiently and (3) addressing the clinical problem in a timely manner.  Therefore students must have the skills to construct a clinical question because it is a primary building block in creating effective search strategies and locating information.  
How learning will occur:
1. Lecture on the PICO question format and concepts of background and foreground information

2. Group discussion and formulation of several clinical questions based on a patient  scenario

How learning will be demonstrated:
1. Participation in group discussion and formulation of several clinical questions

2. In class practice exercises

Skills Outcome #2
Each student should be able to search for biomedical journal literature using MEDLINE.

Background/Significance
MEDLINE is the largest and most comprehensive database of biomedical journal literature in the world.  While textbooks provide much of the background information that students need, the MEDLINE database is the core resource for primary biomedical literature.  As clinicians and future physicians, students must know how to search MEDLINE effectively in order to locate information for patient care, research, teaching, and continuing education for lifelong learning.

How learning will occur:
1. Demonstration and discussion of PubMed and Ovid MEDLINE.

2. Hands-on searching exercises, with assistance from instructors, to answer clinical questions generated through group discussions.

3. Take-home practice searching assignment.

How learning will be demonstrated:
1. Participation in group discussions of developing effective search strategies and differences between the two search interfaces

2. Hands-on searching exercises, observed by instructors

3. Take-home practice searching assignment

Skills Outcome #3
Each student should be able to identify and to search sources of background information as appropriate. 

Background/Significance
Early in their medical education, students tend to ask far more background questions than foreground questions.  As students progress in their education, they increasingly ask more foreground questions.  However, there will still be instances throughout their careers when they will need to consult background resources to fill in gaps in their knowledge base.  Therefore, it is essential that students are able to identify and to search sources of background information as needed. These background resources, such as electronic textbooks, provide basic biomedical information, assist in answering general clinical questions, and also introduce complex clinical information.  

How learning will occur:
1. Demonstration and discussion of MD Consult Books, Stat!Ref, and the PubMed Bookshelf.

2. Take-home practice searching assignment.

How learning will be demonstrated:
1. Take home assignment to compare and contrast information resources.

2. Participation in group discussions and debriefing of practice exercises and assignment.

Biostatistics, Clinical Epidemiology, and Public Health Thread

Lecture: Introduction to Biostatistics 

Lectures: Observational Studies 
Lecture: Introduction to Public Health
Small Group session #1: Observational Studies and Basic Biostatistics
By the end of this set of lectures and small groups, students will…

(1) be able to define, explain the differences between, and recognize cohort studies, case control studies and prospective studies

(2) identify potential confounders in a cohort study and understand how they impact interpretation of scientific study results

(3) explain the concept of statistical significance and how it differs from clinical significance

(4) define and interpret statistically significant findings and confidence intervals

(5) explain how hypothesis generation, testing and sampling all contribute to the creation of new knowledge
(6) apply principles of biostatistical interpretation to basic scientific abstracts
(7) describe aspects of the field of public health, including its component disciplines
(8) explain principles of vaccination, the global eradication of smallpox, and progress towards polio eradication
(9) explain the principles of power, sample size, Type I and Type II errors
Diagnostic Reasoning Thread
Lectures: Diagnostic Reasoning
Small Group session #2: Diagnostic Reasoning

Small Group session #3: Diagnostic Reasoning Applied to Colon Cancer

By the end of this set of lectures and small groups, students will…

(1) be able to define and distinguish between prevalence and incidence, and understand how they relate to prior probability.
(2) list the important features of a well-constructed diagnostic study, recognizing the importance of a well-accepted gold standard and blinded assessment.
(3) define and calculate sensitivity and specificity for certain diagnostic tests from results in a diagnostic study.
(4) apply these test characteristics to diagnostic reasoning using Bayesian probability theory.
(5) explain that test predictive values are linked to prevalence, where sensitivity/specificity are relatively prevalence-independent.
(6) be able to calculate likelihood ratios from the sensitivity and specificity of a test, and understand how they can be combined with pre-test odds to obtain post-test odds.
(7) demonstrate how a Receiver-Operator Characteristic (ROC) curve can help depict the tradeoffs between sensitivity and specificity of a diagnostic test, as thresholds are adjusted for abnormal values.
Background

A common misconception is that the nuances of biostatistics are important in reading the medical literature.  The reality is that a few basic concepts in biostatistics must be well understood and that most of reading the medical literature intelligently relies upon sound reasoning, careful reading and understanding a few basic epidemiological principles. Studies are much more likely to be misinterpreted because the patient population was not representative, or because all appropriate outcomes were not evaluated, or because of basic flaws in the study design, and not because of biostatistical errors.

That being said, it is important to understand both (1) the basic biostatistical principles and (2) the context within which they are used. The knowledge and skills that will be provided through this curriculum will provide you with an introduction to both. This course is the first step to “lifelong learning”, the process that all physicians use to keep up with the ever-expanding body of new medical knowledge and to help us make sound, informed decisions for the benefit of our patients. The hope is that, armed with these new skills, you will begin to inquire about the level of evidence for medical decisions and not merely accept medical dogma as it is taught to you on the wards and in the clinics.

The Answers: Statistical Significance, Clinical Significance, and The Truth

Our search for the best available evidence to answer our questions relies on our skills at critical appraisal and our clinical judgment. When we search information resources, these searches usually yield a series of references that attempt to draw a conclusion about the study’ research questions. Ultimately all studies attempt to discover the Truth. For the purposes of our discussion, we will define the Truth as follows: The answer to a research question arrived at by conducting a perfectly done study on everyone in the universe. Obviously, there is no such study. Study designers must constantly face restraints (financial, methodological, and logistical) that prevent the implementation of a “perfect” study, or performing a study on everyone. Therefore, studies attempt to closely approximate the truth, within the restraints they choose.

Thus, our search for answers to clinical questions is not really a search for the Truth. Rather, we attempt to analyze studies that present evidence of truth, but not proof of it. This evidence can be characterized as weak, moderate or strong. By appraising articles, we are trying to assess their validity, an assessment of a study’s ability to reflect the Truth. This is an important concept that will frame our discussion on Significance. 

1. Statistical significance: reflects the magnitude of the causal association between two variables. For example, for therapy questions, it reflects the strength of the association between the therapy (e.g. metformin) and the outcome of interest (e.g. reduced blindness). In diagnostic questions, it conveys the strength of the association between a particular test result (e.g. positive mammogram) and the detection of a condition (e.g., breast cancer).

2. Clinical significance: reflects how likely a study is to be true, and how important the finding is. This can only be determined by understanding the statistical significance of the study, and then weighing these findings against (a) other known relevant literature, (b) your patient’s values, (c) the importance of the outcomes studied, (d) assurance that the study was carried out appropriately. Finally (and most importantly) clinical significance relies on your sound reasoning and logic. 

In general, statistical significance is based on the internal validity of the study. Clinical significance is based on both internal and external validity. The frame of reference for “internal” and “external” is the article, itself. Assessment of the internal validity of an article can usually be found within the body of the article. If not found there, you should NOT have to do much external searching to get an accurate assessment. For the purposes of our discussion, we will focus on statistical significance and internal validity, as they relate to the appraisal of studies. Clinical significance is incredibly important, but will become more apparent to you as you participate in your clinical rotations. 

The Answers: Overview of Study Designs and Methods

1. Randomized controlled trials (RCTs): Although RCTs are the gold standard in determining effectiveness of treatments, they have many potential pitfalls and therefore must be evaluated critically.  Not only are RCTs expensive and time consuming, but they may also be an inferior approach in evaluation of rare outcomes. Many drugs have been shown to be safe in randomized controlled trials and later found to have serious, although rare, complications. It is also critical to evaluate whether or not all important outcomes were assessed and whether the overall benefits (in terms of quality of life, morbidity, and mortality) are evaluated. Since many adverse outcomes are not predictable, it is important to assess overall mortality and morbidity in addition to the mortality and morbidity to which the treatment is directed. Even if the treatment is meant to decrease cardiovascular events, it is important to evaluate increases in mortality and morbidity from other causes to evaluate whether the treatment has untoward effects.

It is also critical to understand that randomizing patients does not assure that groups have similar baseline characteristics. Particularly when the sample size is small, one group can have a higher rate of a confounder, by chance alone that can lead to misleading results. Therefore, analyses should evaluate the baseline characteristics of each study group. Stratified randomization should be used if there are one or two known important confounders.

Follow-up of patients is also extremely important. Many randomized controlled trials have been shown to be flawed because of differences in the follow-up of people who have had adverse events and those who have not. For example, if people who have had strokes or heart attacks are more likely to be lost to follow-up (either because of out-migration or blaming the investigators for the adverse event), this can bias a study's results. Moreover, this can severely bias the study results even if it affects only a small number of cases. Therefore, it is important that extreme efforts are taken for nearly 100% follow up of enrolled patients.

2. Cohort studies:  cohort studies represent a study design in which a group is identified at one point in time, relevant patient characteristics, risk factors and exposures are determined, and then the patient population is followed for a period of time and important outcomes are measured (death, strokes, heart attacks, hip fractures). The Framingham trial is a well-known example of a cohort study. Many of the same questions you would ask about a randomized controlled trial would also apply to
evaluating a cohort study. However, since a cohort study is not randomized it is much more subject to bias due to confounding (that is, when the identified risk factor is not truly causing the adverse outcome but is associated with the true causative risk factor). Therefore, multivariable analysis controlling for all potential risk factors is a fundamental and important part of cohort trials and is considerably less important in a randomized control trial.

3. Case-control studies: in a case-control study you identify a group of cases (people with the condition of interest) then identify a comparable group of controls (people without the condition but selected from a similar group). Then you gather information on the risk factors and compare those rates in cases and controls. Case-control studies are relatively  inexpensive and can readily evaluate rare adverse events but are fraught with many potential hazards. Almost never will a single case-control trial provide moderate or strong evidence for causal relationship. However, numerous case control trials with consistent findings may supply moderate or strong evidence. Two of the difficulties in case-control studies are to account for all possible confounders and to pick a perfect control group.

What is Evidence-Based Medicine?
EBM has gained momentum as way of practicing medicine as well as an approach to teaching. As is commonly accepted by the general medical profession, it encompasses 4 distinct skills:

(1) Ask: The ability to generate appropriate, answerable clinical questions that are derived from specific patient scenarios. Usually, these cases are drawn from those the practitioner encounters. This is a crucial step because it forces the physician to think about what is important to him/her, and what specific answers will help the care of his/her patients. The components of the question help determine the information resources that the practitioner uses, and also the specific search terms that he/she might use. We will introduce you to the principles of asking sound clinical questions in this course.

(2) Acquire: This refers to the actual search for specific references to help answer the clinical question. Within this step are a set of skills whereby the practitioner (1) selects the most appropriate information resource(s) that will answer the question, (2) gets access to that resource, and (3) searches the resource to get the best reference. Usually more that one reference is retrieved. Indeed, the biggest hurdle to overcome is understanding what to do with a search that results in a list of over 100 items! Figuring out how to pick an appropriate resource, effectively narrow a search, and select the best references from among an exhaustive list are 3 important strategies that make this step easier. 

(3) Appraise: This is what is most commonly taught in classes dealing with EBM. But as you can see, it is but one component of the whole picture. There are sets of clinical epidemiological and biostatistical principles that make up critical appraisal. Applying these principles allow the reader to analyze a reference and make a preliminary judgment about its validity, whether the reference proves what it is trying to prove. The concepts within this set of skills will be covered extensively in this course.

(4) Apply: Since all clinical questions are patient-based, the answers to these questions must ultimately be applied to the specific patient. However, this is clearly the most difficult step, and it is precisely within this step that EBM overlaps with Medical Decision-Making.

What is Evidence-based medical decision-making?

Understanding the scientific evidence that is available to support clinical decision-making is essential to practicing good medicine. However there are many other factors that play into a practitioner’s decision to apply evidence to a patient’s care.

(1) Strength of the evidence: It is important not to think about whether there is evidence to support a decision or not, but to assess the strength of this evidence (weak, moderate, strong). This requires understanding the type of study that is being analyzed, the types of outcomes the designers studied, and the general methodology of the study. Unfortunately we are often forced to make decisions when there is not sound scientific information to support which decision is better. In such instances clinicians are forced to make an educated guess. Understanding the strength of the best-available evidence for a given practice is essential to counseling patients and interpreting new studies. The most commonly made missteps we make in interpreting the strength of this evidence are listed below:

· We asked the wrong question

· The reference we used is not appropriate to answer the question we asked

· The patient population in the study is not representative of the population we care for

· The outcomes that the study evaluated are not the ones we (or our patient) are interested in

· The study design has numerous methodological flaws, but we fail to recognize them

· Other articles contradict the findings in this article, but we ignore them

(2) Patient values: Patients come with their own set of principles and beliefs that strongly govern their choices (remember, ultimately all patient care decisions are the patient’s choice). Their compliance, understanding of the seriousness of their disease, beliefs about their own mortality all will contribute to the success (or failure) of any medical decision that is made).

(3) Physician values: Our own beliefs can influence the types of resources we seek to help with these decisions, the way that we interpret the literature, and the ways we present information to our patients. It is important to understand these beliefs within us and understand what implications they have for our patients.

(4) Society’s values: As a society, we have principles which govern systems of health care, options that are offered to patients, and how we pay for different diagnostics a therapeutics. These override many evidence-based decisions between practitioner and patient. 

This context (medical decision-making) within which EBM principles are applied appears complex. It IS quite complex, but it reflects the reality of our professional lives in practice, no matter which discipline. Acquiring the foundational EBM principles taught in this course is a crucial step towards making medical-decisions, and towards becoming a practicing physician.

The Questions

1. Importance / Relevance: Asking sound clinical questions based on actual patients is the way that we learn during and after medical school. A well-constructed question helps in three ways:

a. It helps target an appropriate information source to answer the question

b. It helps define the search terms more readily

c. It helps narrow the search to only those references that the practitioner and patient care about.

2. Background versus foreground questions: Background questions refer to those that are designed to improve our general knowledge about a subject. We ask these questions quite frequently, especially early in our careers (e.g., medical school and residency). They are extremely important questions; answering them allows us to then ask more sophisticated foreground questions. These latter questions are usually patient-specific, and focus on specific decisions that practitioners make. The following case scenarios will help illustrate the distinction:

Case 1: A 42 year old woman comes to her primary care practitioner’s office for follow up of her type II diabetes. She is currently on glyburide 10 mg twice daily. However, her morning and evening blood sugars still fall above 200 mg/dl. You are the medical student who sees this patient with your attending. When you leave the patient’s room, your attending asks whether you think she should add metformin to her regimen. You haven’t taken the endocrine sequence yet, so your knowledge of this medication is sketchy.

Background questions:
What class of medication does metformin fall in?




What is the initial dosage of metformin?




What are the adverse effects of metformin that I must be

cautious about?


Foreground questions:
Does the addition of metformin to a sulfonylurea in patients







with type II diabetes mellitus improve glycemic control?





Does metformin + glyburide make type II diabetics more prone

to hypoglycemic side effects than glyburide alone?

Case 2: While doing an History and Physical for your clinical module, you interview a patient who is post-operative day #3 from a radical mastectomy for breast cancer. While talking with her about the events leading up to her diagnosis, you find out that she detected a lump during a breast-self exam that was subsequently biopsied and found to be malignant. However, all her mammograms were normal during this course. You talk to your attending about this afterwards, and he asks you whether the mammograms were 2-view or 6-view mammograms. You realize that you didn’t know that there were two types of these tests.

Background questions:
What views are used in the 6-view and 2-view mammograms?




Which type is the standard for screening for breast cancer?


Foreground questions:
What is the difference in sensitivity and specificity between







6-view and 2-view mammograms for the diagnosis of







breast cancer in women at average risk?





How sensitive is the breast self-exam for detection of breast

cancer in women at high risk, when compared with a

breast exam performed by an experienced clinician?


There are a few notable implications from distinguishing between these two types of


questions:

(a) Note that background questions may be easily answered in textbooks, general lecture notes, or review articles. The foreground questions seem more “searchable” on MEDLINE. In fact, you may see some search terms within the foreground questions: e.g. “diabetes, type II”, “metformin”, “hypoglycemia”, “mammogram”, “breast cancer”, “sensitivity”.

(b) The anatomy of the foreground question is usually clearly defined. There are four components to it (which will be explained later in this section).

(c) There is a natural transition that all learners go through when asking questions about a patient or a relevant topic. You can imagine that medical students may be more likely to ask background questions, and practicing physicians more likely to ask foreground questions. This, in general, is true but not exclusively. For this course we will be focusing on foreground questions, because they lend themselves better to appraising the medical literature. However, BOTH types of questions are very important to ask.

3. Types of foreground questions: These have been delineated by David Sackett in his book “EBM: How to practice and teach Evidence-Based Medicine” (see end of the handout for reference). Categorizing questions by this paradigm is less important than understanding what it is you are asking for. In other words, it is important to know up front what type of information can be provided to you in order that you are satisfied that your question has been answered.

The types include questions about:

(a) Therapy: which therapeutic intervention is best? Which one has the least side effects?

(b) Diagnosis: which study is the most sensitive? What is the gold standard for diagnosis of a particular condition?

(c) Prognosis: in a patient with a particular condition, what is the life expectancy?

(d) Harm/Etiology: how strongly is a particular risk factor associated with a clinical condition?

(e) Differential diagnosis: for patients who present with a particular set of symptoms and/or signs, what are the likely underlying conditions that can present in that way?
(f) Cost-effectiveness: given a set of therapeutic options, which one will provide the same benefit at lower cost, or more benefit at the same cost?

(g) Prevention: how to diagnose disease before clinically manifest, which risk factors are important to modify to reduce the chance of disease?

For this course, we will focus only on therapeutic and diagnostic questions. These tend to be the most common foreground questions that physicians ask. Note that the foreground questions described in Case 1 were both therapeutic questions. The questions from Case 2 were both diagnostic questions. Having the skills to ask and answer both types will put you a long way towards being an effective practitioner.

4. Anatomy of a foreground question: the PICO format
(a) Notice that by asking both diagnostic and therapeutic questions, we are looking for associations between two elements. These two elements form two important components of the question. These associations also form the basis for looking at some of the statistical concepts underlying the answers to these questions (to be discussed later).

Examples of these associations are provided below:

Therapy: An association between a particular therapy (e.g., metformin) and an outcome (such as improved glycemic control, death, side effect of the therapy). 

Diagnosis: An association between a diagnostic tool (e.g., chest x-ray) and a condition to diagnose (e.g., lung cancer). 

(b) The PICO format for the anatomy of a question

These four letters refer to the elements contained within a well-structured question that facilitates an easy search for an answer:

[image: image1.png]Author(s): Stephen Gruber, Rajesh Mangrulkar

License: Unless otherwise noted, this material is made available under the
terms of the Creative Commons Attribution-NonCommercial-ShareAlike
3.0 License: http://creativecommons.org/licenses/by-nc-sa/3.0/

We have reviewed this material in accordance with U.S. Copyright Law and have tried to maximize your

ability to use, share, and adapt it. The citation key on the following slide provides information about how you
may share and adapt this material.

Copyright holders of content included in this material should contact open.michigan@umich.edu with any
questions, corrections, or clarification regarding the use of content.

For more information about how to cite these materials visit http://open.umich.edu/education/about/terms-of-use.
Any medical information in this material is intended to inform and educate and is not a tool for self-diagnosis
or a replacement for medical evaluation, advice, diagnosis or treatment by a healthcare professional. Please

speak to your physician if you have questions about your medical condition.

Viewer discretion is advised: Some medical content is graphic and may not be suitable for all viewers.

MJNIVERSITY OF MICHIGAN





P- Patient: define the patient population of interest clearly
I-  Intervention: define the therapy or diagnostic test clearly

C- Comparison group: define which therapy (placebo or other treatment) or gold



standard diagnostic test to compare the results against.

O- Outcome of interest: define which outcomes you and the patient are most



interested in (e.g., death rate, side effects, intermediate outcomes). In the case



of a diagnostic question, the outcomes of interest are the properties of the test



itself (e.g., sensitivity, likelihood ratio).
To illustrate this format, let’s look at Case 1 and Case 2 again. Below is the first foreground question, structured in the PICO format:

Case 1: Does the addition of metformin to a sulfonylurea in patients with type II

Diabetes mellitus improve glycemic control?

	Patient
	Intervention
	Comparison
	Outcome

	Type II diabetic patient
	Metformin + glyburide
	Glyburide alone
	Glycemic control (e.g. Hgb A1c)


Case 2: What is the difference in sensitivity and specificity between 6-view and 2-view mammograms for the diagnosis of breast cancer in women at average risk?

	Patient
	Intervention
	Comparison
	Outcome

	Women at average risk for breast cancer
	6-view mammogram
	2-view mammogram
	Sensitivity, specificity for the diagnosis of breast cancer


Don’t worry if you don’t understand the concepts of sensitivity and specificity yet. We will cover these concepts later. For now, just understand that by clearly defining these items in the questions, you’ve come a long way to finding an answer to them.

For practice, place the other 2 foreground questions from Cases 1 and 2 into the PICO format*

Case 1:
Does metformin + glyburide make type II diabetics more prone to hypoglycemic side effects than glyburide alone?

	Patient
	Intervention
	Comparison
	Outcome

	
	
	
	


Case 2:
How sensitive is the breast self-exam for detection of breast cancer in women at high

risk, when compared with a breast exam performed by an experienced clinician?

	Patient
	Intervention
	Comparison
	Outcome

	
	
	
	


* the answers are found at the end of the handout.

The Search: Basic Concepts

Searching for the answers to specific clinical questions requires many different skills. It first requires that the clinician is familiar with the resources and has access to them (not a small step). Second, the clinician should know which questions are best answered by specific resources. Finally, the user should be efficient and effective in his/her searching ability, in order that the experience is a fruitful one. It is very difficult to develop these skills without practice. Therefore, we will not cover much on developing these searching skills in this syllabus. Rather, we will provide you with references and summaries here. But the computer sessions you participate in (as part of this course) will serve as a forum where many of these skills will be introduced and refined. Of course, practice outside of these sessions (e.g., when doing your H&P's for your clinical modules) will be the best practice.

1. Three characteristics are in tension for each successful search (“QRS”). These concepts will be explained during the computer sessions
a. The retrieval must be Quick.

b. The information must be Reliable.

c. The information must be Sufficient.







2. To get maximum use from a literature search, students should acquire three basic skills:

a. The student has familiarity with important information resources.

· MEDLINE (for primary and review articles)

· Practice guidelines

· Patient-centered resources

b. The student chooses the right resource to answer the clinical question.
c. The student can search the resource efficiently, and with ease
The Search: Annotated Information Resource List

MEDLINE Searching:

UM-MEDSEARCH (OVID(): http://www.lib.umich.edu/database/link/27993  
A powerful tool to access MEDLINE.  The search engine allows significant refinement of each search, including limiting to Cochrane, ACP Journal Club and Database of Abstracts of Reviews of Effects. The capability to save searches allows the use of methodologic filters. In addition, the service provides access to most of the library’s full-text journals. UM-MEDSEARCH is available to all U-M students, residents and faculty.

PubMed with UM Journal Links: http://www.lib.umich.edu/database/link/28789 

PubMed is maintained by the National Library of Medicine to provide free access to MEDLINE, as well as additional life science literature.  The “Clinical Queries” feature provides built-in search "filters" for therapy, diagnosis, etiology, and prognosis.  PubMed also has links to the full-text versions of many articles, if you link to PubMed through the Taubman Library page. In addition, PubMed provides links to the molecular biology databases maintained by NCBI. New citations are added to PubMed daily.
EBM Literature Databases 

All the databases below are available through UM-MEDSEARCH as part of the EBM Reviews series of databases. Note: They can be searched separately or through MEDLINE using the EBM Reviews limit checkbox.
ACP Journal Club 

ACP Journal Club is published by the American College of Physicians. Editors screen over 100 peer-reviewed clinical journals and identify studies that are methodologically sound and clinically relevant.  They write an enhanced abstract of the chosen articles and provide a review commentary on the value of the article for clinical practice. (Internal medicine focus)

The Cochrane Library 

The Cochrane Library consists of several different EBM databases, including:

· Cochrane Central Register of Controlled Trials 

   CCRCT contains over 300,000 bibliographic references to controlled trials in health care. Only reports of randomized controlled trials or controlled clinical trials are included.

· Cochrane Database of Systematic Reviews
   Systematic review: tc \l2 "Systematic reviewA methodologically rigorous type of review generated to answer a focused clinical question.  Rigorous critical appraisal is applied to the studies included in the review.  Reviews are based on data from only randomized controlled trials.

· Database of Abstracts of Reviews of Effects
   DARE contains critical assessments of systematic reviews from a variety of journals. It is produced by the National Health Services' Centre for Reviews and Dissemination at the University of York, England, and consists of structured abstracts of systematic reviews. DARE covers topics such as diagnosis, prevention, screening, and treatment.


When should you use the Cochrane Library?  

For questions on therapy effectiveness:  What is the effectiveness of treatment x?  What is an effective treatment for y?   Is z effective in treating y?  Is z better than x at treating y?
When NOT to use the Cochrane Library:  

For general healthcare questions (causal, prognosis, epidemiology, etc.); Statistics (prevalence and incidence); Primary research other than RCTs; Practice Guidelines; Current research 

Psychosocial Literature 

PsycINFO (In Social Sciences section of the Databases by Subject page 
http://www.lib.umich.edu/database/link/27347

This database contains more than one million citations and summaries of journal articles, book chapters, books, dissertations and technical reports, all in the field of psychology. It also includes information about the psychological aspects of related disciplines such as medicine, psychiatry, nursing, sociology, education, pharmacology, physiology, linguistics, anthropology, business and law. Journal coverage, which spans from 1887 to present, includes international material selected from more than 2,100 periodicals in over 35 languages.
EBM Point of Care Resource
Dynamed http://www.lib.umich.edu/database/link/29571 
DynaMed is a clinical reference tool for use primarily at the 'point-of-care'. With clinically-organized summaries for more than 3,000 topics, DynaMed is an evidence-based reference that is updated daily.  Dynamed monitors the content of over 500 medical journals and systematic evidence review databases directly and indirectly by using many journal review services. Each publication is reviewed cover-to-cover, and each article is evaluated for clinical relevance and scientific validity. The new evidence is then integrated with existing content, and overall conclusions are changed as appropriate representing a synthesis of the best available evidence. 

Practice Guidelines & Recommendations
A Practice Guideline is tc \l2 "Practice Guideline (MeSH publication type)a systematically developed statement, usually for current recommendations on therapy or diagnosis for a disorder, designed to assist practitioner and patient to make health care decisions.  Sources for practice guidelines:

· National Guideline Clearinghouse http://guidelines.gov/
NGC is a joint effort by the National Library of Medicine and the American Medical Association that provides access to a database of clinical practice guidelines.  There is some degree of peer review and guidelines must meet certain criteria to be included.  All guidelines have been developed, reviewed, or revised within the last five years.

· University of Michigan Health System Practice Guidelines - http://www.med.umich.edu/i/oca/practiceguides/ (internal UMHS site)

· Recommendations: ACP PIER http://www.lib.umich.edu/database/link/28545 
ACP PIER (American College of Physicians’ Physician's Information and Education Resource) is a decision-support tool designed for rapid point-of-care delivery of evidence-based guidance for physicians. Modules focus on the diagnosis and treatment of diseases.

Consumer Health Resources

· MedlinePlus: http://medlineplus.gov/ 
From the National Library of Medicine, this site is designed for consumers to provide a comprehensive site for reliable health information. It provides topic overviews, guideline syntheses, handouts, links to organizations, and the latest research. Free.

· UMHS Patient Education: http://www.med.umich.edu/i/pteducation/healthtopics.htm 
The UMHS Patient Education website is the first step to finding materials to distribute to your patients.  The site is intended for clinical and clinical staff, and is not open to the public.  The site will help you locate quality patient education materials for your patients, and guide you in creating new materials, if existing ones do not meet your needs.  Includes links to the UMHS Patient Education Clearinghouse and to Patient Advisor handouts.

· A-Z: Center for Disease Control  http://www.cdc.gov
The CDC maintains an excellent user-friendly site.  There is a large section of general topics under the “A to Z” section.   Infectious disease and community health are heavily represented. It also includes an up to date section on travel medicine.  Free.

· Clinical Trials: http://www.clinicaltrials.gov/
Provides information on clinical studies sponsored primarily by the National Institutes of Health.  Each study includes a summary outlining the purpose, disease or condition, particular therapy under study, phase of the trial, recruiting status, and eligibility criteria for patient participation. 

· Healthfinder: http://www.healthfinder.gov
Healthfinder is maintained by the Dept. of Health and Human Services and includes easily readable information on many common medical topics.  The site links to other governmental agencies, so the information is quite reliable.  Free.

Fundamentals of Epidemiology and Biostatistics

Stephen B. Gruber, MD, PhD, MPH

Division of Molecular Medicine and Genetics

Departments of Internal Medicine, Epidemiology, and Human Genetics

University of Michigan Ann Arbor, Michigan

Introduction

Epidemiology is the basic science that provides a foundation for understanding the distribution of disease in the population. Entire textbooks are devoted to epidemiologic methods, QUOTE "(Kelsey et al. 1996; Rothman 2002)" 
(Kelsey et al. 1996; Rothman 2002)

 QUOTE ""  ADDIN REFMAN ÿ\11\05‘\19\01\00\00\00\00\01\00\00)I:\5CUsers\5CSGRUBER\5CShared\5CREFMANDATA\5CGRUBER\03\00\0BROTHMAN2002\1CRothman 2002 ROTHMAN2002 /id\00\1C\00 
 not to mention specific topics such as cancer epidemiology QUOTE "(Schottenfeld and Fraumeni 1996)" 
(Schottenfeld and Fraumeni 1996)
 or the epidemiology of radiation exposure, so naturally this introductory chapter cannot provide a comprehensive summary of all of the essential elements of the field. However, this chapter does provide an introduction to the fundamental principles that guide quantitative approaches to the study of disease etiology, treatment, and prognosis. The chapter is divided into six sections, beginning with an introduction to common terms and measures of association. The second section provides an overview of biostatistical techniques that are essential to understanding clinical and epidemiologic studies, with references to more detailed textbooks for those interested in more depth. QUOTE "(Colton 1974; Holford 2002)" 
(Colton 1974; Holford 2002)

 QUOTE ""  ADDIN REFMAN ÿ\11\05‘\19\01\00\00\00\00\01\00\00)I:\5CUsers\5CSGRUBER\5CShared\5CREFMANDATA\5CGRUBER\03\00\0BHOLFORD2002\1CHolford 2002 HOLFORD2002 /id\00\1C\00 
 Randomized clinical trials are then compared to observational epidemiology studies, emphasizing the advantages and disadvantages of each approach. The next three sections discuss the major types of observational study designs: cohort studies, case-control studies, and cross-sectional surveys. The design, analysis, and interpretation of each of these types of studies are discussed to provide the reader with a basic understanding of each. The chapter concludes with a discussion of the strengths and limitations of epidemiologic studies.

As an introduction, it is often useful to divide studies into descriptive studies that assess patterns of exposures or disease within a population, or analytic studies that are intended to test specific hypotheses. Descriptive studies often make use of rates and risks. Rates are technically defined as a change per unit time, and for epidemiologic studies these are usually expressed as disease events per year, for a given population. For example, the incidence rate of lung cancer in Israel in 1997 was 27/100,000 people per year among men. The corresponding incidence rate in the United States was 61 per 100,000 men per year. In order to account for the differing age distributions in different areas, incidence and mortality rates are usually adjusted for the age of the population using a method called age-standardization. This approach removes the effect of the age distribution of the population in order to permit comparisons between populations of differing age structure. For example, if one were to compare weighted averages of lung cancer incidence rates, the crude incidence rate would be higher in an older population than a younger one simply because there were older men in the first group. Age-standardization is a simple technique that applies the age-specific incidence rates of prostate cancer to a standard population of known structure to provide a summary age-adjusted incidence rate.  The lung cancer rates described above are age-standardized rates.

A risk is defined as the probability of an event occurring over a specific interval of time. Risks are particularly useful statistics in clinical medicine, especially when communicating information about the probability that a patient will develop a particular outcome in a given interval. For example, it is straightforward to estimate a woman’s risk of developing breast cancer using a statistical model that takes into account her specific risk factors. Using a method called the Gail model, one can calculate that a 50 year-old white woman who reached menarche at age 12, had her first child at age 25, has a family history of breast cancer in her mother, and has never undergone a breast biopsy has a 1.9% chance of developing breast cancer over the next 5 years. Her chance of developing breast cancer during her lifetime is 16.8%. Both of these estimates communicate risks in a way that is far more meaningful to a woman than describing the age-specific incidence rates for women with her particular risk profile. However, it should be clear that rates and risks are different ways of communicating the same information. One can usually be calculated from the other, although this can require advanced statistical techniques in specific situations.

Analytic studies require measures of association to quantify relationships between the groups that are being compared. The choice of an appropriate measure of association depends on the study design, but in simple terms, measures of association usually rely on comparisons of rates or risks. For statistical reasons that are beyond the scope of this chapter, most measures of association are expressed as ratios, and the literature is dominated by examples of rate ratios and risk ratios. A special measure of association called an odds ratio is particularly useful for estimating the relationship between an exposure and disease in case-control studies. Each of these measures of association is sometimes referred to as a relative risk, which is often used as a general term describing strength of an association between an exposure and disease.  

Biostatistics

Statistics provide essential techniques for understanding the distribution of disease in the population. Vital statistics, such as the mortality rates, are particularly relevant descriptive statistics for measuring the health of a population. Inferential statistics provide methods for drawing conclusions about a population based on a limited number of observations from a sample of the population, and serve as the foundation for clinical trials and observational epidemiology. Thus inferential statistics provide the tools for understanding whether an observed association is likely to be explained by chance, also known as sampling variation.

There are several ways to describe the range of plausible values around a statistical measure and gain a sense of their statistical stability. One can get an intuitive sense about the variation around a measure simply by examining the range, calculated as the highest value minus the lowest value. A better way to describe the sampling variation is to calculate variance, which can be accomplished by examining the deviation of each observation from the mean. Naturally, some observations are higher than the mean, whereas others are lower, and the sum of the deviations from the mean is zero. Therefore it is more useful to calculate the square of the deviations from the mean (so that the deviations can be summed to a positive, measurable number). The variance can therefore be expressed mathematically as:
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where x is the value of an observation, 
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 is the mean, and n is the sample size.

Variance is incredibly useful for statistical calculations, and is commonly used and reported in the medical literature. The only problem with variance as a descriptive measure is that it does not carry the same units as the original measure, since it is necessary to square the units when one squares the deviations. The most common solution to this problem is to simply take the square root of the variance in order to get the units back to their original form. This statistic, called the standard deviation, is easily calculated as:
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These profoundly useful measures of variation permit a variety of other statistics to be calculated in order to describe the range of plausible values around a particular measure, and also permit two measures to be compared to one another by statistical hypothesis testing. As a general rule of thumb for variables that are normally distributed, it is useful to know that:

 
Mean +/- 1 SD includes approximately 2/3 of all observations, and 


Mean +/- 2 SD includes ~95% of all observations, and 


Mean +/- 3SD includes essentially all observations.

(Note that the mean +/- 1.96 SD includes exactly 95% of all observations, since 1.96 is the critical value designating the cut point for the 5% tail of a normal distribution).

Statistical testing, p-values, and confidence intervals

Statistical testing also takes advantage of measures of variance, with critical ratio tests using variance informing estimates of probability. These probability estimates are usually expressed in the medical literature as a p-value, where p represents the probability that the observed result arose on the basis of sampling variation. Most investigators consider a probability of 5% (p ≤ 0.05) as a reasonable threshold for considering a measure to be unlikely to have arisen by chance. If a study reports a two sided-test result with a p-value of <0.05, then the study is stating that the result had a probability of <5% that it arose by chance. It is also important to be familiar with the difference between two-sided vs. one-sided significance testing. Consider a hypothetical study evaluating whether dietary supplements of beta-carotene reduce the risk of cancer. If one were completely convinced that there was no possibility that beta-carotene might actually increase the risk of cancer based on preliminary data, then one-sided testing could be appropriate. However, in almost all biomedical settings there is enough uncertainty regarding the possible direction of the association that two-sided significance testing is most appropriate. Indeed, there is now compelling evidence from randomized clinical trials that beta-carotene actually increases the risk of lung cancer in smokers (see below), emphasizing the importance of analyzing data using two-sided testing (even though this makes it more difficult to achieve a statistically significant result).

Estimates of variance can also be used to calculate confidence intervals for measures of association. Confidence intervals can be constructed to match the information achieved through statistical testing. As an example, 95% confidence intervals provide the range of plausible values consistent with the data. In other words, there is only a 5% chance that the true value of the measure of association is not contained within the 95% confidence intervals.

Laws of Probability

A basic understanding of the laws of probability is helpful in clinical medicine.  Probability can be defined as the events long term relative frequency in repeated trials under similar conditions.  Probabilities are expressed numerically between 0 and 1, and it is helpful to recognize that the probability of an event not occurring can be easily calculated as the complement of probability.  That is, simply subtracting the probability from 1.  Probabilities are expressed mathematically as Pr(A), where A is the event of interest.  The probability that event A does not occur can therefore be expressed that as:

Pr(not A) = 1- Pr(A). 

Using probability in clinical practice

To use probabilities effectively in clinical practice it is important to understand and distinguish mutually exclusive events from conditional events.  Probabilities can then be applied to mutually exclusive or conditional events using straightforward laws of probability.  The Additive Law can be applied to mutually exclusive events in order to show that the probability of either of the two mutually exclusive events occurring is obtained by adding the probabilities of each event.  For mutually exclusive events A and B, this is expressed as:

 Pr(A or B) =  Pr(A) + Pr (B).    

When the chance of an event occurring depends on the outcome of another event, it is useful to take advantage Multiplicative Law of probability.  This law states that the probability of two events both occurring can be calculated by multiplying the probability of the second event, given that the first event has occurred, times the probability of the first event occurring.  A classic example of this type of calculation relates to understanding patient survival.  If the probability of a patient surviving the first year after a diagnosis of cancer is 0.60 and the probability of surviving the second year given the patient has survived the first year is 0.70, then it is easily shown that the probability that the patients survives both the first and the second years following diagnosis is 0.60 x 0.70 = 0.42.  A mathematical express of a multiplicative law for conditional probabilities is:

 Pr(A and B) = Pr(B(A) x  Pr(A), 

where Pr(B(A) simply means the probability of event B given that event A has already occurred.  

Although a detailed discussion of Bayes’ theorem is beyond the scope of this text, it is useful to introduce it here since it is commonly used in clinical practice in order to calculate probabilities for a number of clinical decision-making models. It is routinely used to predict the probability of carrying a mutation in a breast cancer susceptibility gene.  Without describing the mathematical details, Bayes’ theorem can be illustrated in principal by considering a common clinical situation.  A woman whose deceased mother had both breast and ovarian at a young age is told that she has a 50% risk of carrying a breast cancer susceptibility gene.  At birth (or practically speaking, at age of 20, when a woman might seek genetic testing) one could estimate her risk of carrying this gene as exactly 50% on the basis of an understanding of autosomal dominant inheritance.  However, at age 75, it is possible to revise this same woman’s probability of being a gene carrier based on whether or not she has been diagnosed with breast cancer up to that point in her life.  If she remained healthy at the age of 75 and had not been diagnosed with breast cancer, one could revise the probability that a 75 year-old woman with a mutation would have developed breast cancer from her prior probability of being a carrier.  Therefore this woman’s risk would be substantially less than 50%, even without performing the gene test. 

Table 1 Illustration of Bayesian analysis using a hypothetical example of a 75 year-old woman’s at risk of carrying a breast cancer susceptibility gene.

	
	Pr ( BRCA Carrier)
	Pr (not a BRCA Carrier)

	Prior Probability
	0.5
	0.5

	Conditional Probability

(does NOT have breast cancer at age 75)
	estimates vary, but ~ 3/10 women with a BRCA mutation have NOT developed breast cancer by age 75

= 0.3
	7 in 8 women at average risk do NOT develop breast cancer by age

 = 0.875

	Joint Probability
	0.5*0.3 = 0.15
	0.5*.875 = 0.4375

	Posterior Probability
	0.15/(0.15+.4375) =  0.255 = 25.5% 
	0.4375/(0.4375+0.15) = 0.745 = 74.5%


Measuring the performance of a diagnostic test 

Many clinical tests are imperfect representations of true presence or absence of a disease,

and several statistics are useful for quantifying the validity and performance of a test.  This principle is easiest to demonstrate for tests that have a discrete outcome such as a test with a positive or negative result.  As an example, one can consider setting a threshold for a continuous variable such as PSA, in order to determine weather the PSA test is “negative” or “positive”.  This is illustrated in Figure 1, where the true classification of disease is compared to the classification based on the clinical test.  Sensitivity is defined as a proportion of individuals that truly have the disease that are correctly classified as positive by the test.  The specificity of a test is defined by the proportion of individuals who are correctly classified as not having the disease.  The calculations of sensitivity and specificity are also shown in Figure 1.  Note that a perfect test would have a sensitivity of 100% as well as a specificity of 100%.  Sensitivity reflects the ability of the test to detect those with disease, whereas specificity illustrates the ability of a test to distinguish who do not have disease.  These statistics are particularly helpful in evaluating the utility of a test for screening per disease as well as interpreting the results of clinical tests.  Often it is possible to change the threshold of a test in order to enhance sensitivity at the expense of specificity when it is critical to identify all cases of the disease, or alternatively enhance specificity when it is more important to avoid the inappropriate detection of those who do not actually have the disease.  

Figure 1 Test characteristics for an imperfect clinical test compared to a “gold standard”
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	a +  c
	b + d


Sensitivity (SE) = true positives / (true positives + false negatives)

SE =  a / (a + c)

Specificity (SP) = true negatives / (false positives + true negatives)



SP = d / (b + d)

Two other useful measures include positive predictive value (PPV), which is defined as the number of individuals who test positive and truly have disease divided by all of those who have a positive test result, and negative predictive value (NPV). The positive predictive value is calculated as: PPV = a / (a + b). Negative predictive value is defined as the number of individuals who do not have disease divided by all of those who have a negative test result and is calculated as NPV = d / (c + d). Of these four measures of test performance, sensitivity and specificity are fundamental characteristics of a test, and are appropriate to interpret no matter what the prevalence of a disease is in the population being tested. However, both PPV and NPV depend on how common the disease is in the population being tested. If a disease is incredibly rare, then the PPV will be much lower than if the disease is more common. 

A practical example of calculating sensitivity and specificity using PSA as a predictor of prostate cancer  QUOTE "(Gann, Hennekens, and Stampfer 1995)" 
(Gann, Hennekens, and Stampfer 1995)
 is given in Figure 2.  Notice that the sensitivity for detecting prostate cancer is fairly low (46%) when the threshold for a positive PSA test is 4 ng/ml, but that the specificity is high (91%). If the cut point for a positive PSA test is set to 2 ng/ml, the sensitivity of the test increases (to ~75%), but the specificity decreases (to ~65%). Although this new threshold would improve the ability to find people with prostate cancer, a PSA threshold of 2 would also identify more people who truly do not have prostate cancer than the 4ng/ml cut point.  

Figure 2 Illustration of the calculation of test characteristics for an imperfect clinical test compared to a “gold standard”
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	PSA >4 ng/ml
	170
	96

	PSA Test
	PSA ( 4 ng/ml
	196
	1002 

	
	
	366
	1098


from Gann et al, 1995.

Sensitivity (SE) = true positives / true positives + false negatives

SE =  170 / 366

     = 46%

Specificity (SP) = true negatives / false positives + true negatives



SP = 1002 / 1098



     = 91%

To summarize, these four measures of a test’s performance allow a clinician to interpret the meaning of existing tests and technologies, and evaluate emerging tests in comparison to the current clinical “gold standard.” There are other statistical methods using receiver-operator curves for evaluating the performance of tests where the data are kept as continuous data (such as systolic blood pressure), but these methods are beyond the scope of this text.

Randomized Clinical Trials vs. Observational Epidemiology

Randomized clinical trials provide direct experimental evidence of the effect of an intervention. The main advantage of a randomized clinical trial is that it minimizes the possibility of confounding. Confounding is the distortion of the apparent effect of an exposure on risk based on associations with other risk factors. QUOTE "(Last 1988)" 
(Last 1988)
 Thus, confounding may explain an association between an exposure and disease, even when the exposure is not causally related to disease (Figure 3).  Confounding is perhaps best explained by an example. Early studies of the causes of pancreatic cancers suggested that coffee was a risk factor for adenocarcinoma of the pancreas.  However, the association between coffee (exposure) and pancreatic cancer (disease) was completely explained by the association of tobacco smoke (confounder) with both exposure and disease. Clearly, coffee drinking does not “cause” smoking, but the two behaviors were associated with one another at the time the studies were conducted. On the other hand, tobacco smoke is causally related to pancreatic cancer. Therefore, one could incorrectly believe that coffee consumption increased the risk of pancreatic cancer, but only if smoking is ignored as a potential confounder. Strategies for adjusting for potential confounders are discussed below (in the section on case-control studies), but one straightforward way to avoid confounding is by conducting an experimental study with randomization.

Randomized clinical trials minimize the possibility of confounding by achieving a balance between factors other than the experimental intervention when subjects are randomly assigned to treatment groups. For a large trial, randomization assures that confounders are evenly balanced in the experimental group and the control group, permitting one to focus causal inference on the intervention.

Figure 3 Illustration of a spurious association between an exposure and disease due to the relationship of a confounder to both exposure and disease.


[image: image6]
As an example, the randomized clinical trials of beta-carotene as a chemopreventive strategy for reducing the risk of lung cancer offer helpful insights into understanding the advantages of randomized clinical trials over observational epidemiology. Numerous observational studies initially suggested that consumption of beta-carotene was associated with reduced risk of lung cancer. Three randomized clinical trials were undertaken to evaluate the benefits and potential risks of beta-carotene, and surprisingly, all three showed that beta-carotene actually increased the risk of lung cancer among smokers. Several explanations have been suggested to justify the lack of correspondence between the observational evidence and the randomized clinical trials, and the best explanation is that inadequate adjustment of potential confounders (specifically, smoking) made it difficult to correctly interpret the observational studies. Contrary to the conclusions drawn from early observational studies, randomized clinical trials proved that beta carotene does not prevent lung cancer, and indeed, is probably a carcinogen. 

Certainly randomized clinical trials are the most direct way to evaluate the relationship between an exposure and disease, but these types of trials have several important disadvantages as well. First, the eligibility criteria for most randomized trials are usually quite restrictive, and thus the results may not be generalizable. Second, most trials are conducted over short periods of time, and short follow-up reduces the utility of this design for studying long-term effects (especially for rare diseases). In addition, some exposures / risk factors could never be studies in a randomized clinical trial. For example, one could never randomize people to radiation exposure from an atomic bomb or nuclear reactor accident, yet it is critical to be able to study the health effects of ionizing radiation.

Observational epidemiology, therefore, therefore plays an important role for studying rare diseases or exposures that cannot be assigned in randomized clinical trials. Three main types of observational epidemiology studies will be considered: cohort studies, case-control studies, and cross-sectional / ecologic studies.

Cohort Studies

A cohort study is a longitudinal study of a defined population over time, where the incidence of disease in a group of people exposed to a risk factor is compared to the incidence in a group who is not exposed. Cohort studies are usually designed to determine whether an exposure leads to disease. Cohorts are defined by those people who are free of the disease at the beginning of the study and are divided into exposed and unexposed groups. By following these two groups over time, incidence rates and mortality rates can be measured to determine the relative contribution of the exposure. Defining the exposure of the cohorts is often quite simple, but for exposures that reflect long term patterns of behavior the exposure definitions can be more complicated. For example, studies of cancer incidence in atomic bomb survivors permitted exposures to be defined based on a single event. In contrast, defining the exposure to residential radon can be much more complicated, since exposures may change over time.

The study of cancer incidence among atomic bomb survivors provides an example of a cohort study where the cohort was defined by a single profound exposure, where the exposure could be accurately measured by calculated dosimetry based on distance from the hypocenter, shielding, and other factors. QUOTE "(Preston et al. 1994)" 
(Preston et al. 1994)
 The cohort was selected from a sample of individuals who were residents of Hiroshima or Nagasaki at the time of the bombing, and age- and sex- matched sample of residents of the two cities in 1950 who were at least 10,000m from the hypocenter in either city.  The cohort was followed over time, and the incidence of hematologic malignancies was examined using data from the Life Span Study cohort. A discrete period of risk for the cohort was studied from October 1, 1950 through December 31, 1987. The details of the study provide an example of how cohort studies need to identify the individuals at risk and define their exposure; indeed, this cohort was defined by the 86,293 survivors who lived in either city at the time of the bombing, did not have a diagnosis of cancer prior to Oct 1, 1950, and had carefully calculated dosimetry estimates that were less than 4Gy. These people contributed a total of 2,243,000 person-years of follow-up, and cancers were recorded from special leukemia registries set up by the radiation Effects Research Foundation. By calculating the rate of leukemia in those exposed to high levels of radiation as well as the rates in those exposed to low levels, the investigators could estimate the relative risk per sievert. For example, 38 cases of acute lymphocytic leukemia (ALL) were diagnosed in the cohort, and the crude rate was 2.6 per 10,000 person years for those exposed to (1 Gy prior to age 20, whereas the crude rate was 0.1 per 10,000 person-years for those exposed to <0.01 Gy at the same age. Over all ages, the estimated relative risk for ALL per 1 sievert is 10.3 (95% confidence interval = 4.3 – 25).

Case-Control Studies

Case-control studies are the most common type of analytic epidemiologic study.  The fundamental principle of a case-control study is to compare a group of individuals with a disease to a group of controls without the disease by and looking backwards in time to measure the exposure histories in each group. Case-control studies have several important advantages or other studies designs.  They are far less expensive than most cohort studies and take less time to complete.  In addition, case-control studies are the only type of study design that can efficiently study rare diseases.  Cohort studies generally require very large sample sizes, and most of the individuals in the cohort will not go on to develop the disease.  Case-control studies, on the other hand, specify the ratio between cases with disease and controls without disease, and thus led to a far more efficient way to measure the strength of the association between exposure and disease.

However, case-control studies are vulnerable to a number of limitations that are less problematic in analytic studies such as the cohort design.  Most importantly, exposure data for cases and controls is collected retrospectively, and the accuracy of this information is critical to the success of the case-control study.   It is especially important for the accuracy of the information to be similar in the case group and the control group.  When cases recall past exposures differently those individuals without the disease, this type of differential misclassification of exposures can make it extremely difficult to interpret the result of a study.  Differential misclassification can lead to unpredictable, spurious results. Therefore it is often useful to establish that the risk factors or exposures can be measured accurately in cases and controls before undertaking this type of study. Interestingly, if exposure histories are equally inaccurate in cases and controls, measures of association will be biased in a predictable way. This type of non-differential misclassification can only weaken a true association, but cannot introduce an association where none actually exists. Another important limitation of case-control studies is the difficulty of assembling case and control groups that are representative of the source population from which they arise.  

Despite these limitations, case-control studies are remarkably useful for identifying potential risk factors for both rare and common diseases.  Classic examples include the first data implicating cigarette smoke as the major cause of lung cancer as well as studies recognizing DES exposure during pregnancy as the cause of clear cell carcinoma of the vagina.  As has been noted by other authors, the first case-control studies of DES were remarkable not only for their simplest and clarity, but also for the very small members of subjects required to identify this important association. QUOTE "(Herbst, Ulfelder, and Poskanzer 1971)" 
(Herbst, Ulfelder, and Poskanzer 1971)
  Indeed, only 8 cases and 32 matched controls were required in order to identify the highly statistically significant association (p<0.0001) between DES exposure and adenocarcinoma of the vagina, as shown in table 3. 

Table 2 Matched case-control study illustrating the association between DES exposure during pregnancy among cases of adenocarcinoma of the vagina matched controls.

	
	Maternal Use of DES

	Case Number
	Case
	1st control
	2nd control
	3rd control
	4th control

	1
	DES
	None
	None
	None
	None

	2
	DES
	None
	None
	None
	None

	3
	DES
	None
	None
	None
	None

	4
	DES
	None
	None
	None
	None

	5
	None
	None
	None
	None
	None

	6
	DES
	None
	None
	None
	None

	7
	DES
	None
	None
	None
	None

	8
	DES
	None
	None
	None
	None


from: Herbst et al, 1971

The methodologic details describing how to select cases and controls for a study is beyond the scope of this text, but it is important to select cases and controls that are representative of the population from which they arise.  Therefore, population based case-control studies are generally preferable to hospital based case-control studies if one would like to extrapolate the results to the general population.  Similarly, population based case-controls have advantages in most situations over other types of control groups such as clinical controls, spouse controls, or friend controls.

The analysis of case-control studies is the subject of several textbooks, but can briefly be summarized by highlighting the differences between the analysis of matched case-control studies and unmatched studies.  It is usually helpful to organize the data for the analysis of a unmatched case-control study into a 2x2 table, as illustrated in Figure 4.  Exposure histories are compared within the cases and controls, where the exposure histories are usually designated on the left hand side of the table and cases and controls are separated at the top.  The relative risk can be estimated using a simple statistic called the odds ratio, which is calculated by multiplying the number of cases who were exposed by the number of controls who were unexposed, divided by the product of the number exposed controls and unexposed cases.  For rare diseases, the odds ratio is a essentially the same as the relative risk or rate ratio that would be calculated from a cohort study. 

Figure 4 Analysis of an unmatched case-control study.

	
	Cases
	Controls

	Exposed
	a
	b

	Unexposed
	c
	d


Algebraically the odds ratio (OR) can be expressed by the equation: 

OR = ad / bc.

As an example, a population based case-control study of lung cancer in Spain between 1992-1994 evaluated the risk from residential radon exposure. QUOTE "(Barros-Dios et al. 2002)" 
(Barros-Dios et al. 2002)
  Radon levels were measured in homes similarly for cases and controls, and in-person interviews collected data on potential confounders such as smoking and family history. Tables 3 and 4 illustrate the data from this study and provide an example of how to calculate a crude odds ratio from the data.

Table 3 Effect of radon concentration on the risk of lung cancer, Spain, 1992-1994

	Radon concentration
	No. of subjects
	Crude Analysis

	Bq/m3
	pCi/liter
	Cases
	Controls
	OR
	95% CI

	0-36.9
	0.0-0.9
	28
	73
	1.00
	-

	37.0-55.1
	1.0-1.4
	43
	54
	2.08
	1.15-3.75

	55.2-147.9
	1.5-3.9
	46
	64
	1.87
	1.05-3.34

	(148
	(4.0
	42
	46
	2.38
	1.30-4.36


Table 4 Example calculation of a crude odds ratio for an unmatched, case-control study of radon

	
	Case
	Control

	Exposed (1.0 - 1.4 pCi/L)
	43
	54

	Unexposed (<1.0 pCi/L)
	28
	73


from: Barros-Dios et al, 2002


OR = ad / bc


      = (43x73) / (54x28)


      = 2.08

Notice that this calculation can be repeated for each level of exposure, and each odds ratio can be evaluated for statistical significance with the information presented in the table. Since each of the 95% confidence intervals excludes a “null” value of 1.0, we can be 95% certain that the true value of the odds ratio excludes the null hypothesis of “no association.” Thus, each of the odds ratios presented in Table 3 is statistically significant at a p-value < 0.05. Calculating confidence intervals is straightforward with a computer, and the computational details are not worthwhile to cover here.

One other important aspect of the analysis of case-control studies is adjusting for potential confounders. The study of radon and lung cancer provides an excellent example, since smoking is a known cause of lung cancer. If residence were somehow related to radon exposure, then it is possible that the relationship between radon and lung cancer might be obscured due to their joint association with smoking. There are two general strategies for handling the problem of confounding in a case-control study. The first method is to design a matched study, where the cases and controls are matched for the potential confounder (smoking). A second strategy is to statistically adjust for confounding using a mathematical model such as logistic regression. QUOTE "(Holford 2002)" 
(Holford 2002)
 This is the strategy taken by the investigators for the case-control study of radon and lung cancer, and adjusted analyses showed that radon was even more strongly associated with lung cancer after adjustment for smoking. Either strategy is effective in handling the problems that can arise from confounding, but most studies take advantage of statistical techniques to adjust for confounding during the analysis since there are usually many confounders that are worth considering.

Cross-Sectional Surveys / Ecologic Studies

The final study designs to be considered are cross-sectional surveys and ecologic studies.  Cross sectional surveys are sometimes called prevalence studies, and in these studies the usual goal is to identify the prevalence of a particular risk factor or disease. These studies are particularly useful to policy planners. As an example, cross-sectional surveys are a valuable design for policy planners who need to know the prevalence of smoking among teenagers in order to develop targeted strategies for smoking cessation, and to measure the effectiveness of their interventions in the population.

It is also possible to use cross-sectional surveys to study risk factors for a disease, although there are substantial limitations to this design in drawing causal inference. Generally, diseases that progress slowly or only present in advanced stages are amenable to prevalence studies, such as psychiatric disease or chronic conditions like psoriasis or multiple sclerosis. Thus, cross-sectional surveys could identify associations such as family history Huntington disease long before the gene was cloned and the molecular basis of the disease was elucidated. The main limitation of cross-sectional studies is that it can be exceptionally difficult to distinguish cause from effect. Without being able to identify newly diagnosed disease, risk factors identified in cross-sectional studies may not necessarily represent risk factors that are causally related to disease. Cross-sectional surveys preferentially detect disease in individuals who have a long course of disease, and select for cases with a better prognosis. Therefore, it can be quite difficult to distinguish prognostic factors from risk factors in cross-sectional studies.

Ecologic studies are the final study design considered in this chapter, and represent an important tool for generating hypotheses. Ecologic studies are fundamentally different than the other studies considered here, in that the unit of observation is a population rather than an individual. A classic example of an ecologic study that provided clues about potential risk factors for disease is the description of an association between rising melanoma incidence with increasing proximity to the equator, leading Lancaster to hypothesize that sunlight is a cause of melanoma. QUOTE "(Lancaster 1956)" 
(Lancaster 1956)
 Subsequent analytic studies were able to identify the type and pattern of UV exposure associated with the risk of melanoma, but ecologic studies provided the first hints of an association. Other examples of ecologic studies include studies of dietary constituents and the risk of colorectal cancer, and the initial observation that rising rates of lung cancer among men in the early 20th century corresponded to the increasing use of cigarettes. However, it is important to recognize that associations that are observed at the population level may not be true at the individual level. This phenomenon, called the ecologic fallacy, is perhaps best illustrated by further considering an ecologic study of incidence trends of lung cancer. Rising rates of lung cancer not only correspond with increasing use of cigarettes, the rising rates also corresponded with the increasing use of televisions. Televisions, of course, have nothing to do with the incidence of lung cancer, but this distinction is not possible to differentiate without exposure and disease data on the individual level. Thus, ecologic studies provide broad patterns of understanding that need to be explored in detail in order to draw causal inferences.

Summary

Epidemiology and biostatistics are valuable tools for clinicians and research scientists, and the fundamental principles can be encapsulated to provide a window into the design, analysis, and interpretation of biomedical data. Although this chapter only presents a cursory overview of the foundations of these fields, it highlights the different measures of association that are used to quantify the relationships between risk factors and disease, illustrates commonly used biostatistical approaches to understanding variation, statistical testing, and probability. In addition, this chapter emphasized the distinction between randomized clinical trials and observational epidemiology, where randomized clinical trials provide direct evidence of the effect of an intervention. Yet observational epidemiology remains a powerful tool for studying causal inference, especially in settings where randomized clinical trials are prohibited by logistical, ethical or financial considerations. Finally, the major types of observational study designs illustrate the variety of approaches that can be considered to evaluate the relationships between exposure and disease, recognizing that each design is appropriate for specific biomedical hypotheses.
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Fundamentals of Diagnostic Interpretation

When assessing the usefulness of a test in clinical practice, there are two important steps that must be taken first:

Step 1: Is the accuracy and the precision of the test well established?

Step 2: What is the performance of the test, relative to an accepted gold standard?

Step 1 – Definitions of Accuracy and Precision:

Accuracy - The result of the test corresponds consistently with the true result.

· The test yields the correct value

Precision - The measure of the test’s reproducibility when repeated on the same sample.

· The test yields the same value

Step 2 – Diagnostic Performance – Assessed from results of Studies of Diagnostic Tests. Studies about diagnosis attempt to determine the association between a particular test result and the presence or absence of the disease being detected. This can be represented in a 2X2 Table of Association (as will be shown below).

The Gold Standard

In order to maximize the accuracy of the test characteristics, it is vital that the presence or absence of the disease be determined by the gold standard for diagnosis of the disease. The gold standard may be another test, a surgical procedure, autopsy findings, or a combination of many methods.

For example, if we are looking at a study that evaluates a new test (e.g., spiral computed tomography) to diagnose pulmonary embolism, there are many possibilities for the gold standards. The most complete would likely be a combination of (1) pulmonary angiogram (another test), (2) clinical follow-up for those with negative angiograms, (3) autopsy for those who died during follow-up. This would represent the ideal situation, but is probably not practical for most studies. The reader must evaluate if the gold standard is “good enough.”

Characteristics of a Test

The following important definitions are difficult to remember, but are very important to memorize.

To remember sensitivity/specificity, begin each sentence with “Of all the people with/without the disease…”



Sensitivity:  Of all the people with the disease, the percentage who test positive.



Specificity: Of all the people without the disease, the percentage who test negative.


Positive and negative predictive value reflect exactly what their names imply…

Positive Predictive Value: If the test is positive, the probability the disease is present.



Negative Predictive Value: If the test is negative, the probability the disease is absent.


These mathematical concepts are best described with the aid of a Table of Association:





2X2 Table of Association 






  Disease

	Test Result
	Present
	Absent

	+
	A


	B

	-
	C


	D



A = T+ (True Positive)


B = F+ (False Positive) 


C = F- (False Negative)

D = T- (True Negative)

Sensitivity (True Positive Rate) =
    T+   

=
    A __







 T+ + F-

 A + C

Specificity (True Negative Rate) =
     T-    
=
    D    






 T- + F+

 D + B

Positive Predictive Value (PPV) = 
     T+    
=
    A    





 T+ + F+

 A + B

Negative Predictive Value (NPV) =
     T-    
=
    D    





 T- + F-

 D + C

These concepts are especially important as they are applied to pre-test probabilities (PTP). This refers to the probability that a particular patient has the disease, prior to obtaining the test. This probability is largely derived from an estimate of the disease prevalence in the population that the patient belongs to. For example, among the population of people without HIV risk factors, the actual prevalence of HIV might be 1/10000, or 0.01%. For those who abuse intravenous drugs, this number may increase to 1/100, or 1%. You can see that patients from these two groups would have very different pre-test probabilities for having HIV. 

Positive and negative predictive values vary substantially by the prevalence of the disease in the population being studied (that is, the probability the patient had the disease prior to obtaining the test), whereas sensitivity and specificity usually do not change significantly. 


The following example will help illustrate this point:

A 24 year-old woman presents to you in clinic because she’s concerned about her family history of hypertrophic obstructive cardiomyopathy (HOCM). After you take a careful history, you believe that she is at 50% risk of having the disease. You hear a systolic murmur at the left sternal border. You then remember that a Valsalva maneuver has 95% sensitivity and 85% specificity for the detection of HOCM (see Bates, “A Guide to Physical Examination and History Taking”). If you performed a study about this maneuver on 400 of these types of patients, you would generate the following 2X2 association table:






     HOCM

	
	Present
	Absent

	
+
	190


	30

	-
	10


	170







   200


200

First, notice that the pretest probability of 50% means that 200 of the 400 patients will actually have the disease (the prevalence of the disease is 50%). Next, notice that the sensitivity and the specificity values are reflected in the actual numbers in each column (sensitivity = 190/200 = 95%, specificity = 170/200 = 85%). Now, if we calculate the PPV and NPV using the formulas given previously:

Positive Predictive Value (PPV) =      T+    =     A    =    190    = 86.4%  





         T+ + F+    A + B
  190+30

Negative Predictive Value (NPV) =    T-    =    D     =     170    = 94.4%





         T- + F-   D + C
    170+10

This means that, in this patient, if the murmur increases with the Valsalva maneuver, you are now 86.4% sure that she has HOCM. If the murmur does not change (or decreases) with Valsalva, you are now 94.4% sure that she does not have HOCM.

Now, suppose you are seeing a patient without a family history of HOCM, has some mild dyspnea, but no other distinctive symptoms, and has a barely audible flow murmur at the right upper sternal border. Given these findings, you believe her chance is only 5% of having HOCM. This, again, is your pretest probability, and also represents the prevalence of the disease in the 2X2 association table. This is presented below, in a study with 400 people with a 5% probability of having HOCM:






               HOCM

	
	Present
	Absent

	
+
	19


	57

	-
	1


	323







    20


380

First, notice that the lower prevalence (5%) is reflected in the column totals (only 20 of 400 people tested had HOCM). Also, note that the sensitivity (19/19+1 = 95%) and specificity (323/323+57 = 85%) are stable, regardless of the prevalence. However, the PPV is now calculated as 19/(19+57)=25% and the NPV is now 323/323+1=99.6%. This means that if the flow murmur increases with Valsalva in this patient, then you are still only 25% sure that she has HOCM. On the other hand, if the murmur does not change, you are nearly certain (99.6% certain) that she does not have HOCM.

In other words, in a population where the disease you are trying to detect is uncommon, a positive test is more likely to be a false positive than a true positive. Does this help explain why we don’t screen the entire general population with any test (i.e., we always target)?

Test Result Rates and Combining Rates
Once the concepts of sensitivity and specificity are understood, it should be straightforward to understand that false negatives are built into the concept of sensitivity, and that false positives are built into the concept of specificity. In other words, if a test has a high rate of false negatives, then the test will be insensitive. Thus, while we already defined sensitivity as equivalent to the True Positive Rate (TPR), we should also see that the False Negative Rate (FNR) is defined as 1-sensitivity. 

Similarly, if a test has a high rate of false positives, then the test will be non-specific. Specificity was already defined as the True Negative Rate (TNR), but it should be recognized that the False Positive Rate (FPR) is defined as 1-specificity.

Understanding these fundamental calculations allows us to understand that there actually are important conceptual relationships between these 4 rates (TPR, FPR, TNR, FNR).

One way to think about this is that the importance of a test result (whether positive or negative) can be seen as intuitively related to the ratio of the true and false rates for that result. In other words, if one obtains a positive test result, then our resultant probability for the disease being tested for would be related to the likelihood that it is a TRUE POSITIVE rather than a FALSE POSITIVE (and vice versa for a negative result of the test). This concept can be captured by combining the rates in a Likelihood Ratio.

Concept: The definition of a Likelihood ratio is the ratio of the True to the False Rate for that result. Whether the True Rate is the numerator or the denominator is dependent on the result being studied.

Likelihood Ratio definitions follow from this concept:

          TPR
  sensitivity

LR = ------ = -------------------

most relevant for a POSITIVE test (thus TPR/FPR)

          FPR
1 – specificity

          FNR
1 - sensitivity

LR = ------- = ------------------

most relevant for a NEGATIVE test (thus FNR/TNR)

          TNR
  specificity

Generally, reasonable tests have sensitivity and specificity > 50%. As such, it can be seen that, based on the formulae above, the LR (positive) should generally be >1, and the LR (negative) should generally be < 1.

Why are LRs important? Fundamentally they are very helpful because they actually allow us to calculate post-test probabilities from pre-test probabilities and test results WITHOUT having to do 2x2 table calculations and WITHOUT having to think about concepts of prevalence. 

Concept: LRs are essentially “Odds adjusters”, i.e., when multiplied by pretest odds, they give us post-test odds. 

Notice that we are discussing Odds, not Probabilities. What is the difference? Well imagine you are rolling a single, unbiased die. Each face (there are 6 total) has a probability of 1/6 of turning up. So for example, the probability of rolling a ‘3’ is 1/6 (or 16.67%). BUT, the odds of rolling a 3 is the ratio of the probability of rolling a ‘3’ (16.67%) VERSUS the probability of not rolling a ‘3’ (83.33%). The odds is thus 1:5 (or 0.2). 

The relationship between odds and probability is often the most difficult concept in this whole scenario. It makes sense if you think about 2 principles:

· odds is the ratio of the event to not having the event

· probability is the ratio of the event to ALL possible events (both including the event and not having the event)

So how does this work for medical decision-making? To illustrate, let’s revisit the HOCM example above.

Remember that we had a 24 year-old woman concerned about her family history of hypertrophic obstructive cardiomyopathy (HOCM). Your pretest probability for her having HOCM was 50%, based on a careful family history. You heard a systolic murmur at the left sternal border that augmented with Valsalva (recall 95% sensitivity and 85% specificity for the diagnosis of HOCM). You now wonder what the post-test probability that she has HOCM, based on this physical finding.

In order to do this WITHOUT a 2x2 table, you need to do 4 things:

(1) Identify the Pretest Probability (PreTp)

(2) Convert the PreTP to Pre test Odds (PreTO)

(3) Calculate the LR for the test result you obtained (MURMUR AUGMENTED WITH VALSALVA).

(4) Multiply the PreTO by the relevant LR – THIS IS YOUR POST TEST ODDS (PostTO)

(5) Convert the Post test Odds (PostTO) to your Post test Probability (PostTP)

Step 1 – what is the Pretest Probability? 50% as above

Step 2 – convert 50% to PostTO – Again, the odds is the ratio of the probability of the event to the probability of not having the event. If the PreTP is 50%, then the probability of not having the event is also 50%. Thus the ratio is 50%/50% or 1.0

Step 3 – Calculate the relevant LR. In this case, the LR for this test result (+Augmented with Valsalva) is calculated by a ratio of the TPR to FPR (because it is a POSITIVE test).

Thus the LR would be TPR/FPR = sensitivity/(1-specificity) = 0.95/(1-0.85) = 0.95/0.15 = 6.3

Step 4 – Multiply PreTO x LR = 1.0 x 6.3 = 6.3 (this is the Post Test Odds)

Step 5 – convert the PostTO to PostTP. If the ratio of having HOCM to not having HOCM is 6.3-to-1, then the probability is 6.3/(6.3 + 1) = 86%.

Notice that 86% is EXACTLY the result we obtained when using the 2x2 table method.

What follows are further examples of how to calculate sensitivity, specificity, PPV and NPV from specific studies. In addition, there are questions on how to estimate post-test probabilities from these values. In each example, it would be wise to create the 2X2 Association Table to help perform the calculations.

(1) In an evaluation of the diagnostic tools used to evaluate a solitary pulmonary nodule, 100 patients were enrolled in a study to test the accuracy of spiral computed tomography in predicting malignant nodules. All 100 nodules were removed surgically; 80 were found to be malignant, 20 were benign. There were 8 malignant nodules that appeared benign on spiral CT. In addition, there were 8 benign nodules that appeared malignant on spiral CT. 

a) Complete the 2X2 Association Table for this study

b) Calculate the sensitivity, specificity, positive and negative predictive values in this population.

c) In the same study, assume that only 20 tumors were found to be malignant, and 80 were benign. Now re-calculate the positive and negative predictive values.

(2) You read about a study looking at electron-beam CT (EBCT) compared with coronary angiography in the diagnosis of coronary artery disease (CAD) in patients referred to a cardiology clinic. EBCT was found to have a sensitivity of 90%, but a specificity of only 45%. Two hundred patients were enrolled in the study, 160 of which were found to have CAD by angiography. 

a) Complete the 2X2 Association Table for this study

b) Calculate the positive and negative predictive values in this population

c) You read that “the addition of a treadmill ECG to the diagnostic algorithm improved the specificity to 80%.” Given this, how many patients without CAD that originally tested positive with EBCT were subsequently classified as negative because of the treadmill ECG?

(3) In another study, a new blood test is being tested to detect tuberculosis infection (called the gamma interferon blood test). The study finds that the test has a sensitivity of 90% and a specificity of 95% to detect exposure to TB, when compared to the standard tuberculin skin test (PPD).

c) If you encounter a patient in your clinic whom you believe has a 50:50 chance of having TB, what will this likelihood change to if he tests positive on the new blood test?

d) If you use the same test on a low-risk patient population (prevalence of TB 5%), what is the new positive predictive value?

(*) the answers to these questions are found at the end of the handout.

Answers for the Example Problems of Question Generation:

Case 1:
Does metformin + glyburide make type II diabetics more prone to hypoglycemic side effects than glyburide alone?

	Patient
	Intervention
	Comparison
	Outcome

	Type II Diabetics
	Metformin + glyburide
	Glyburide alone
	Incidence of hypoglycemia (symptomatic, bs<50 mg/dl)


Case 2:
How sensitive is the breast self-exam for detection of breast cancer in women at high

risk, when compared with a breast exam performed by an experienced clinician?

	Patient
	Intervention
	Comparison
	Outcome

	Women at high risk for breast cancer (+FH)
	Breast Self-examination at monthly intervals
	Clinical Breast Exam at monthly intervals performed by clinicians
	Sensitivity for the detection of a breast lump


Answers for the Example Problems of Sensitivity, Specificity, PPV and NPV:

(1)

a) 





Malignant Lesion

	
	Yes
	No

	
+
	72


	8

	-
	8


	12







    80


 20

b) Sensitivity = 72/(72+8) = 90%

Specificity = 12/(12+8) = 60%

Positive predictive value = 72/(72+8) = 90% as well (this is just a coincidence)


Negative predictive value = 12/(12+8) = 60% as well (also, just a coincidence)

c) Remember, that if the prevalence changes, then the PPV and NPV change, but the sensitivity and specificity do NOT change (in this case, they are fixed at 90% and 60%, respectively, as you calculated in (b)). You should re-do the 2X2 table, finding now that there are 18 True positives, 2 False negatives, 32 False positives, and 48 True negatives. 


PPV = 18/(18+32) = 36%

NPV = 48/(48+2) = 96%

This, again, demonstrates that as the disease prevalence falls, a positive test is more likely to be a


false positive than a true positive. 

(2)

a) 




       CAD

	
	Present
	Absent

	
+
	144


	22

	-
	16


	18







    160


 40

b) Once the 2X2 Table is complete, these calculations are easy:


PPV = 144/(144+22) = 86.7%

NPV = 18/(18+16) = 52.9%
c) If the new specificity is 80% (and the disease prevalence has not changed), then the number of False positives decreases from 22 to 8, and the number of True negatives increases from 18 to 32. Therefore 14 patients were now reclassified as negative, when their original classification was positive.



The question is in essence asking you to re-run the calculations with a “new” test (combination EBCT



+ treadmill ECG). One might imagine that to boost specificity to 80%, a person was considered to test



negative if EITHER the treadmill ECG OR the EBCT was negative. What would happen to the



specificity if BOTH tests were required to be negative in order for a person to be classified as



negative? (Answer: specificity would likely go down even further below 45%)

(3)

a) This question is essentially asking you to create the 2X2 Table for a population with a disease prevalence for TB exposure of 50%. You can make up the actual numbers, as long as ½ the people were exposed to TB and ½ the people were not. As an example…




PPD / Tuberculin Skin Test

	
	+
	-

	
+
	90


	5

	-
	10


	95







    100


100



After creating the table, you now calculate the Positive predictive value to get your post-test



probability (i.e. the probability that a patient has been exposed to TB if he tests positive on



the blood test).



PPV = 90/(90+5) = 94.7%

b) Now redo the 2X2 Association Table, this time for a population with a disease prevalence of 5%. Again, you can use whatever total numbers you want, as long as the prevalence is accurately reflected in the column totals. For example…




PPD / Tuberculin Skin Test

	
	+
	-

	
+
	45


	47

	-
	5


	903







    50


950




A positive test in this population is less predictive of true exposure to TB, as reflected in the




lower PPV:




PPV = 45/(47+45) = 48.9%
MDM-EBM – Basic Definitions/Glossary of Terms
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Alternative Hypothesis
The alternative hypothesis, H1, is a statement of what a statistical hypothesis test is set up to establish. For example, in a clinical trial of a new drug, the alternative hypothesis might be that the new drug has a different effect, on average, compared to that of the current drug. We would write

H1: the two drugs have different effects, on average.

The alternative hypothesis might also be that the new drug is better, on average, than the current drug. In this case we would write

H1: the new drug is better than the current drug, on average.

The final conclusion once the test has been carried out is always given in terms of the null hypothesis. We either "Reject H0 in favor of H1" or "Do not reject H0". We never conclude "Reject H1", or even "Accept H1". If we conclude, "Do not reject H0", this does not necessarily mean that the null hypothesis is true, it only suggests that there is not sufficient evidence against H0 in favor of H1. Rejecting the null hypothesis then, suggests that the alternative hypothesis may be true.

Bayes' Theorem
Bayes' Theorem is a result that allows new information to be used to update the conditional probability of an event (see genetics syllabus and lecture notes for specific formula).

Categorical Data
A set of data is said to be categorical if the values or observations belonging to it can be sorted according to category. Each value is chosen from a set of non-overlapping categories. For example, shoes in a cupboard can be sorted according to color: the characteristic 'color' can have non-overlapping categories 'black', 'brown', 'red' and 'other'. People have the characteristic of 'gender' with categories 'male' and 'female'.

Chi-Squared Test of Association
The Chi-Squared Test of Association allows the comparison of two attributes in a sample of data to determine if there is any relationship between them.

The idea behind this test is to compare the observed frequencies with the frequencies that would be expected if the null hypothesis of no association / statistical independence were true. By assuming the variables are independent, we can also predict an expected frequency for each cell in the contingency table.

Conditional Probability
In many situations, once more information becomes available, we are able to revise our estimates for the probability of further outcomes or events happening. For example, suppose you go out for lunch at the same place and time every Friday and you are served lunch within 15 minutes with probability 0.9. However, given that you notice that the restaurant is exceptionally busy, the probability of being served lunch within 15 minutes may reduce to 0.7. This is the conditional probability of being served lunch within 15 minutes given that the restaurant is exceptionally busy.

The usual notation for "event A occurs given that event B has occurred" is "A | B" (A given B). The symbol | is a vertical line and does not imply division. P(A | B) denotes the probability that event A will occur given that event B has occurred already.

A rule that can be used to determine a conditional probability from unconditional probabilities is:

[image: image7.png]P(ANE)
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where:

P(A | B) = the (conditional) probability that event A will occur given that event B has occurred already

[image: image8.png]


= the (unconditional) probability that event A and event B both occur

P(B) = the (unconditional) probability that event B occurs

Confidence Interval
A confidence interval gives an estimated range of values that is likely to include an unknown population parameter, the estimated range being calculated from a given set of sample data.

If independent samples are taken repeatedly from the same population, and a confidence interval calculated for each sample, then a certain percentage (confidence level) of the intervals will include the unknown population parameter. Confidence intervals are usually calculated so that this percentage is 95%, but we can produce 90%, 99%, 99.9% (or whatever) confidence intervals for the unknown parameter.

The width of the confidence interval gives us some idea about how uncertain we are about the unknown parameter (see precision). A very wide interval may indicate that more data should be collected before anything very definite can be said about the parameter.

Confidence intervals are more informative than the simple results of hypothesis tests (where we decide "reject H0" or "don't reject H0") since they provide a range of plausible values for the unknown parameter.

Continuous Data
A set of data is said to be continuous if the values / observations belonging to it may take on any value within a finite or infinite interval. You can count, order and measure continuous data. For example height, weight, temperature, the amount of sugar in an orange, the time required to run a mile.

Correlation Coefficient
A correlation coefficient is a number between -1 and 1, which measures the degree to which two variables are linearly related. If there is perfect linear relationship with positive slope between the two variables, we have a correlation coefficient of 1; if there is positive correlation, whenever one variable has a high (low) value, so does the other. If there is a perfect linear relationship with negative slope between the two variables, we have a correlation coefficient of -1; if there is negative correlation, whenever one variable has a high (low) value, the other has a low (high) value. A correlation coefficient of 0 means that there is no linear relationship between the variables.

Event
An event is any collection of outcomes of an experiment. Formally, any subset of the sample space is an event. Any event that consists of a single outcome in the sample space is called an elementary or simple event. Events that consist of more than one outcome are called compound events.

Set theory is used to represent relationships among events. In general, if A and B are two events in the sample space S, then
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 (A union B) = 'either A or B occurs or both occur'
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 (A intersection B) = 'both A and B occur'

Hypothesis Test
Setting up and testing hypotheses is an essential part of statistical inference. In order to formulate such a test, usually some theory has been put forward, either because it is believed to be true or because it is to be used as a basis for argument, but has not been proved, for example, claiming that a new drug is better than the current drug for treatment of the same symptoms.

In each problem considered, the question of interest is simplified into two competing claims / hypotheses between which we have a choice; the null hypothesis, denoted H0, against the alternative hypothesis, denoted H1. These two competing claims / hypotheses are not however treated on an equal basis: special consideration is given to the null hypothesis.

We have two common situations:

a. The experiment has been carried out in an attempt to disprove or reject a particular hypothesis, the null hypothesis, thus we give that one priority so it cannot be rejected unless the evidence against it is sufficiently strong. For example,  H0: there is no difference in taste between coke and diet coke  against  H1: there is a difference.  

b. If one of the two hypotheses is 'simpler' we give it priority so that a more 'complicated' theory is not adopted unless there is sufficient evidence against the simpler one. For example, it is 'simpler' to claim that there is no difference in flavor between coke and diet coke The outcome of a hypothesis test is "Reject H0 in favor of H1" or "Do not reject H0".

Independent Events
Two events are independent if the occurrence of one of the events gives us no information about whether or not the other event will occur; that is, the events have no influence on each other.

In probability theory we say that two events, A and B, are independent if the probability that they both occur is equal to the product of the probabilities of the two individual events, i.e.

[image: image11.png]P(ANE) = P(A) P(B)




If two events are independent then they cannot be mutually exclusive (disjoint) and vice versa.

Mean
The sample mean is an estimator available for estimating the population mean. It is a measure of location, commonly called the average, often symbolized [image: image12.png]


.

Its value depends equally on all of the data that may include outliers. It may not appear representative of the central region for skewed data sets. It is especially useful as being representative of the whole sample for use in subsequent calculations.

Median
The median is the value halfway through the ordered data set, below and above which there lies an equal number of data values. It is generally a good descriptive measure of the location which works well for skewed data, or data with outliers.

Mode
The mode is the most frequently occurring value in a set of discrete data. There can be more than one mode if two or more values are equally common.

Mutually Exclusive Events
Two events are mutually exclusive (or disjoint) if it is impossible for them to occur together.

Formally, two events A and B are mutually exclusive if and only if
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If two events are mutually exclusive, they cannot be independent and vice versa.

Null Hypothesis
The null hypothesis, H0, represents a theory that has been put forward, either because it is believed to be true or because it is to be used as a basis for argument, but has not been proved. For example, in a clinical trial of a new drug, the null hypothesis might be that the new drug is no better, on average, than the current drug. We would write H0: there is no difference between the two drugs on average.

We give special consideration to the null hypothesis. This is due to the fact that the null hypothesis relates to the statement being tested, whereas the alternative hypothesis relates to the statement to be accepted if / when the null is rejected. The final conclusion once the test has been carried out is always given in terms of the null hypothesis. We either "Reject H0 in favor of H1" or "Do not reject H0"; we never conclude "Reject H1", or even "Accept H1".

If we conclude "Do not reject H0", this does not necessarily mean that the null hypothesis is true, it only suggests that there is not sufficient evidence against H0 in favor of H1. Rejecting the null hypothesis then, suggests that the alternative hypothesis may be true.

One-sided Test
A one-sided test is a statistical hypothesis test in which the values for which we can reject the null hypothesis, H0 are located entirely in one tail of the probability distribution.

In other words, the critical region for a one-sided test is the set of values less than the critical value of the test, or the set of values greater than the critical value of the test.

A one-sided test is also referred to as a one-tailed test of significance.

The choice between a one-sided and a two-sided test is determined by the purpose of the investigation or prior reasons for using a one-sided test. 

Probability
A probability provides a quantitative description of the likely occurrence of a particular event. Probability is conventionally expressed on a scale from 0 to 1; a rare event has a probability close to 0, a very common event has a probability close to 1.

P-Value
The probability value (p-value) of a statistical hypothesis test is the probability of getting a value of the test statistic as extreme as or more extreme than that observed by chance alone, if the null hypothesis H0, is true.

It is the probability of wrongly rejecting the null hypothesis if it is in fact true.

It is equal to the significance level of the test for which we would only just reject the null hypothesis. The p-value is compared with the actual significance level of our test and, if it is smaller, the result is significant. That is, if the null hypothesis were to be rejected at the 5% significance level, this would be reported as "p < 0.05".

Small p-values suggest that the null hypothesis is unlikely to be true. The smaller it is, the more convincing is the rejection of the null hypothesis. It indicates the strength of evidence for say, rejecting the null hypothesis H0, rather than simply concluding "Reject H0' or "Do not reject H0".

Power
The power of a statistical hypothesis test measures the test's ability to reject the null hypothesis when it is actually false - that is, to make a correct decision. In other words, the power of a hypothesis test is the probability of not committing a type II error. It is calculated by subtracting the probability of a type II error from 1, usually expressed as:

Power = 1 - P(type II error) = [image: image14.png](1-8)




The maximum power a test can have is 1, the minimum is 0. Ideally we want a test to have high power, close to 1.

Precision
Precision is a measure of how close an estimator is expected to be to the true value of a parameter. Precision is usually expressed in terms of imprecision and related to the standard error of the estimator. Less precision is reflected by a larger standard error.

Significance Level
The significance level of a statistical hypothesis test is a fixed probability of wrongly rejecting the null hypothesis H0, if it is in fact true. It is the probability of a type I error and is set by the investigator in relation to the consequences of such an error. That is, we want to make the significance level as small as possible in order to protect the null hypothesis and to prevent, as far as possible, the investigator from inadvertently making false claims.

The significance level is usually denoted by [image: image15.png]



Usually, the significance level is chosen to be 0.05 (or equivalently, 5%).

Standard Deviation
Standard deviation is a measure of the spread or dispersion of a set of data. It is calculated by taking the square root of the variance and is symbolized by s.d., or s. 

In other words

[image: image16.png]



The more widely the values are spread out, the larger the standard deviation. For example, say we have two separate lists of exam results from a class of 30 students; one ranges from 31% to 98%, the other from 82% to 93%, then the standard deviation would be larger for the results of the first exam.

Two-Sided Test
A two-sided test is a statistical hypothesis test in which the values for which we can reject the null hypothesis, H0 are located in both tails of the probability distribution. In other words, the critical region for a two-sided test is the set of values less than a first critical value of the test and the set of values greater than a second critical value of the test. A two-sided test is also referred to as a two-tailed test of significance.

The choice between a one-sided test and a two-sided test is determined by the purpose of the investigation or prior reasons for using a one-sided test. 

T-test (two sample)
A two-sample t-test is a hypothesis test for answering questions about the mean where the data are collected from two random samples of independent observations, each from an underlying normal distribution:

[image: image17.png]i 07), where



 

When carrying out a two-sample t-test, it is usual to assume that the variances for the two populations are equal, i.e.

[image: image18.png]


 

The null hypothesis for the two-sample t-test is:

H0: µ1 = µ2 

That is, the two samples have both been drawn from the same population. This null hypothesis is tested against one of the following alternative hypotheses, depending on the question posed.

H1: µ1 is not equal to µ2 

H1: µ1 > µ2 

H1: µ1 < µ2

T-test (paired sample)

A paired sample t-test is used to determine whether there is a significant difference between the average values of the same measurement made under two different conditions. Both measurements are made on each unit in a sample, and the test is based on the paired differences (d) between these two values. The usual null hypothesis is that the difference in the mean values is zero. For example, the yield of two strains of barley is measured in successive years in twenty different plots of agricultural land (the units) to investigate whether one crop gives a significantly greater yield than the other, on average.

The null hypothesis for the paired sample t-test is

H0: d = µ1 - µ2 = 0

where d is the mean value of the difference.

This null hypothesis is tested against one of the following alternative hypotheses, depending on the question posed:

H1: d = 0 

H1: d > 0 

H1: d < 0

The paired sample t-test is a more powerful alternative to a two-sample procedure, such as the two-sample t-test, but can only be used when we have matched samples.

Type I and II Error
Type I error - In a hypothesis test, a type I error occurs when the null hypothesis is rejected when it is in fact true; that is, H0 is wrongly rejected. For example, in a clinical trial of a new drug, the null hypothesis might be that the new drug is no better, on average, than the current drug; i.e.

H0: there is no difference between the two drugs on average.

A type I error would occur if we concluded that the two drugs produced different effects when in fact there was no difference between them.

Type II Error - In a hypothesis test, a type II error occurs when the null hypothesis H0, is not rejected when it is in fact false. For example, in a clinical trial of a new drug, the null hypothesis might be that the new drug is no better, on average, than the current drug; i.e.

H0: there is no difference between the two drugs on average.

A type II error would occur if it was concluded that the two drugs produced the same effect, i.e. there is no difference between the two drugs on average, when in fact they produced different ones. A type II error is frequently due to sample sizes being too small. 

The following table gives a summary of possible results of any hypothesis test:

	
	                             Decision

	
	Reject H0
	Don't reject H0

	Truth
	H0
	       Type I Error
	         Right decision

	
	H1
	       Right decision
	         Type II Error


A type I error is often considered to be more serious, and therefore more important to avoid, than a type II error. The hypothesis test procedure is therefore adjusted so that there is a guaranteed 'low' probability of rejecting the null hypothesis wrongly; this probability is never 0. This probability of a type I error can be precisely computed as

P(type I error) = significance level =[image: image19.png]


 and P(type II error) = [image: image20.png]



Variance
Sample variance is a measure of the spread of or dispersion within a set of sample data.

The sample variance is the sum of the squared deviations from their average divided by one less than the number of observations in the data set. 
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