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today
* lecture: Flux hardware, Cl Days highlights,and GRID computing intro

* in=-class exercise: consider fundamental requirements for SC design

* group project updates next Tuesday

* reading quiz this Sunday



Source Undetermined

4-node order
for Flux cluster
from Dell
Computer

2 X hex-core
cpu’ s per node
= 48 cores

12 x 4Gb memory
per node = 192 Gb
(4 Gb per core)

500 Gb disk drive
per node = 2.0Tb



4-node order
for Flux

40 Gb/s infiniband
network port

per node

2 x | 100 Watt

power supply
(two nodes run off

[IZA=028) Source Undetermined One SUPPIY)
bit-tech review of westmere chip (vs.AMD opteron) 3| March 2010

QuickPath interconnect (motherboard network) http://en.wikipedia.org/wiki/lntel QuickPath Interconnect




Cyberinfrastructure Days: highlights from keynote Larry Smarr

Larry Smarr, Cyberinfrastructure Days

Please go to the original slide show on this talk at
http://Ismarr.calit2.net/presentations?slideshow=5656616
and reference slides |5, 16, 18, 19, 22, and 23, which have

been removed from this presentation.




Computational Cosmology

August E. (Gus) Evrard

Arthur F. Thurnau Professor
Departments of Physics and Astronomy
Michigan Center for Theoretical Physics

University of Michigan

Volker Springel, Max-Planck-Institute for Astrophysics.



quantum effects
important early
(Heisenberg)

classical physics
dominates late
(Newton)

ARE

NOISE



2010 paradigm of cosmological large-scale structure (LSS)

LSS:

Computational Cosmology:



http://apps.isiknowledge.com
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http://apps.isiknowledge.com
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Sim+Data
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Data
Data
Sim
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current research and collaborators

sub-mm

Cunha South Pole Telescope
Erickson
Hao (Fermilab)
Koester (Chicago)
Stanek
Nord
Chen
Rudd (IAS) Rozo (Chicago)
+ LoCuSS Collaboration  Rykoff (UCSB)
+ Virgo Consortium Sheldon (BNL)

grad student JOhnSton (JPL)
sostdoc Becker (Chicago)



Evrard Group @ Michigan, August 2009




An NSF/DOE-funded study of dark energy using four techniques
|) Galaxy cluster surveys (with SPT)

2) Galaxy angular power spectrum

3) Weak gravitational lensing

4) SN la distances

Two linked, mulitiband optical surveys
5000 deg? grizY colors to ~24™ mag

Repeated observations of 40 deg?

Development and schedule

Construction: 2007-201 |

New 3 deg? camera (DECam) on Blanco 4m, Cerro Tololo
Data management system at NCSA

Survey Operations: 2012-2016

510 nights of telescope time over 5 years

Josh Frieman, Director Fermilab, U lllinois, U Chicago, LBNL, U Michigan
CTIO/NOAO, Barcelona, UCL, Cambridge, Edinburgh

A | David Walker, Wikimedia Commons




NSFE OCI proposal: distributed workflows to support cosmological survey analysis
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Evrard, August
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grid computing

* grid reference is by analogy to the power grid

\ ’ .
Goal: seamless, plug-n-play access to compute resources and services

from a remote device/client/user.
Enable collaborative activities across virtual organizations

* required elements

— hardware, software and network infrastructure Ch |
— authentication and authorization model (security, billing) Ch>5
— user interfaces Ch 2

— job schedulers

— standards bodies

— funding sources (R&D, deployment, maintenance)



(beowulf) cluster

* locally networked set of Commercial Off-The-Shelf (COTS) computers

"thirty men's heft of grasp in the gripe of his hand.”

* benefits

— affordable

— scaleable

* drawbacks

— distributed memory

— difficult to program
Source Undetermined



Globus toolkit

* offers mechanisms to enable a
distributed computing environment, with
tools to support

— communication

— resource location

— resource scheduling
— authentication

— data access
lan Foster and Carl Kesselman,

"Globus: A Metacomputing Infrastructure Toolkit,"
The International Journal of Supercomputer Applications
and High Performance Computing, 1997.

* philosophy
— no centralized control
— standard, open protocols

— non-trivial Quality of Service (QoS)



history of grid computing concepts

Source Undetermined



exercise: board |

Evrard, August



exercise: board 2

Evrard, August



exercise: board 3

Evrard, August



exercise: board 4

Evrard, August



exercise: board 5

Evrard, August
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