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Please see original article on the “New Era in IT” and cloud computing at  
http://www.vmware.com/files/pdf/cloud/VMware-and-Cloud-Computing-BR-EN.pdf.  



today


* group project updates


 Note: Final presentations are 40 minutes each 

 7, 9 December (last two meetings)





* lecture: Grid and Cloud Overview


        accessible introduction to Grid @  http://www.gridcafe.org/ 





* Thursday:  guest lecture by 


       Prof. Dan Atkins, UM School of Information (founding Dean),  


          and  Vice-president for Cyberinfrastructure, OVPR




history of grid computing concepts 


Wilkinson, Grid Computing: Techniques and Applications, pg. 10. 



Globus toolkit


* offers mechanisms to enable a distributed 
computing environment, with tools to support 


– communication


– resource location


– resource scheduling


– authentication


– data access


* philosophy  


– no centralized control


– standard, open protocols


– non-trivial Quality of Service (QoS)


Goal: coordinated resource sharing and problem 

solving in dynamic, multi-institutional virtual 

organizations.                       Grid2, p. 37


Ian Foster and Carl Kesselman,  
"Globus: A Metacomputing Infrastructure Toolkit,"  

The International Journal of Supercomputer Applications  
and High Performance Computing, 1997. 



Globus evolution

* early `custom’ period 

(I-WAY demo)




* Globus Toolkit 2 (GT2, 
1997) thousands deployed  




* GT3, Open Grid Services 
Architecture (OGSA, 
2002) 

  alignment with industry 
needs, web services




* today - expanding scope 
(cell phones) and scale, 
active management 


Foster and Kesselman, The Grid 2, pg. 44. 



Globus and the Grid

We define a Grid as a system that coordinates distributed resources using 
standard, open general-purpose protocols and interfaces to deliver 
nontrivial qualities of service.  Key elements of this definition-  Grid2, p.46


Foster and Kesselman, The Grid 2, pg. 46. 



Grid slides from UCSD CSE225, Spring 2004 

http://www-csag.ucsd.edu/individual/achien/achien.html 

Andrew Chien, Grids and High Performance Distributed Computing. 

Please go to the original slide show on this talk at 
http://www-csag.ucsd.edu/teaching/cse225s04/
Lectures/Lec2-Globus-Grid-Architecture.pdf


and reference slides 6-20, and 22 which have been 
removed from this presentation.




Global Resource Allocation Management


Wilkinson, Grid Computing: Techniques and Applications, pg. 39. 



Job Description Elements in RSL-2/JDD


Wilkinson, Grid Computing: Techniques and Applications, pg. 44. 



File Staging


Wilkinson, Grid Computing: Techniques and Applications, pg. 57. 

Quote on JDD staging process removed. See Wilkinson, Grid 
Computing: Techniques and Applications, pg. 57. 

 



Grid authentication and authorization


authentication- establishing the identity of an entity (user or process)

built atop Public Key Infrastructure (PKI) encryption


authorization-  establishing access to resources for authenticated entities

built atop Access Control Lists (ACL’s)


single sign-on- use 
certificates granted by 
a Certificate Authority 
to authenticate to 
multiple resources


Wilkinson, Grid Computing: Techniques and Applications, pg. 152. 



Grid certificate process


Wilkinson, Grid Computing: Techniques and Applications, pg. 160. 



certificate process exercise


Programming instructions on grid computing removed. For more information, 
go to Wilkinson, Grid Computing: Techniques and Applications, pg. 62. 



virtualization and the cloud


Background section from paper noted above removed. 



* hardware and operations costs decline as data center size increases









* minimizing waste by scaling capacity with demand (or by scheduling 
tasks to maintain near-peak performance)





efficiencies to be gained


Hilley, Cloud Computing: A Taxonomy of Platform and Infrastructure Level Offerings, pg. 4.  

Hilley, Cloud Computing: A Taxonomy of Platform and Infrastructure Level Offerings, pg. 4.  



(contentious) cloud service categories


Hilley, Cloud Computing: A Taxonomy of Platform and Infrastructure Level Offerings, pg. 7.  



different levels of abstraction/virtualization


Hilley, Cloud Computing: A Taxonomy of Platform and Infrastructure Level Offerings, pg. 19.  



$$ must change hands in the cloud


Hilley 2009, p. 27


Hilley, Cloud Computing: A Taxonomy of Platform and Infrastructure Level Offerings, pg. 27.  



the outlook on clouds?  cloudy...


Conclusion section on cloud computing removed. For more information, 
please go to Hilley, Cloud Computing: A Taxonomy of Platform and 

Infrastructure Level Offerings, pg. 30. 
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